
Cross-Layer Restoration to Resolve Packet Layer
Outages in P2MP-TRX-based WSONs

Meihan Wu, Yuxiao Zhang, Ruoxing Li, Qian Lv, Sijia Li, and Zuqing Zhu†
School of Information Science and Technology, University of Science and Technology of China, Hefei, China

†Email: {zqzhu}@ieee.org

Abstract—We design three strategies for recovering coherent
point-to-multipoint transceiver (P2MP-TRX) based wavelength-
switched optical networks (WSONs) from packet layer outages,
and propose an efficient algorithm to leverage them for realizing
cost-effective cross-layer restoration (CLR).

I. INTRODUCTION

The invention of coherent point-to-multipoint transceivers
(P2MP-TRXs) [1] can make metro-aggregation networks more
cost-effectively adapt to the increase of hub-and-spoke (H&S)
traffic [2–4]. Meanwhile, previous study has confirmed that
a reasonable combination of P2MP-TRXs and wavelength-
switched optical networks (WSONs) is promising in terms of
scalability, reconfigurability and spectral efficiency [5]. Hence,
it is of great importance to study P2MP-TRX-based WSONs,
especially for the network survivability as P2MP-TRXs can
increase transmission capacity effectively.

The survivability of WSON can be affected by failures in
optical and packet layers, and those in packet layer usually
happen more frequently [6, 7]. Previously, people have stud-
ied the multilayer protection [8] and cross-layer restoration
(CLR) [9] to tackle packet layer outages in flexible-grid-based
WSONs [10, 11]. However, they did not consider the unique
features of P2MP-TRXs. In this work, we study how to recover
P2MP-TRX-based WSONs from packet layer failures (i.e.,
switch outages) cost-effectively by jointly optimizing flow
routing and P2MP-TRX configurations. We design three CLR
strategies to fully explore the flexibility of P2MP-TRXs, and
propose a hybrid hierarchical auxiliary graph and clustering
(hHAG-C) algorithm to utilize them for highly-efficient CLR.

II. CLR IN P2MP-TRX-BASED WSONS

We model a P2MP-TRX-based WSON as G(V,E), where
V and E are the sets of nodes and fiber links, respectively.
In the optical layer, each node v ∈ V consists of an optical
switch, which can realize sub-wavelength switching with the
granularity of a frequency slot (FS), and a few P2MP-TRXs.
We record each P2MP-TRX sh in a set S, and define Vh and
Vl as the sets of nodes where hub and leaf P2MP-TRXs are
deployed, respectively. Here, we have Vh∩Vl 6= ∅, because the
P2MP-TRXs with certain capacities can serve as either hub or
leaf. Hence, a node in the optical layer can be equipped with
both hub and leaf P2MP-TRXs. In the packet layer, each node
v ∈ V contains a packet switch. When a switch outage has
occurred (as shown in Fig. 1(a)), we find all the affected flows
through the failed switch vo (vo ∈ V ) and record them in a

set R1. Each flow in R is denoted as ri = (si, di, xi), where
i is its unique index, si and di are its source and destination,
respectively, and xi denotes its bandwidth in subcarriers (SCs).
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Fig. 1. CLR in a P2MP-TRX-based WSON and proposed CLR strategies.

To evacuate the affected flows cost-effectively, CLR should
be applied to rationally use the spare resources in the P2MP-
TRX-based WSON, for which we propose three CLR strate-
gies as exampled in Figs. 1(b)-1(d). The first strategy in Fig.

1Note that, flows that have vo as their source or destination nodes cannot
be restored, and thus they will not be recorded in R.
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Fig. 2. Example of our proposed hHAG-C algorithm.

1(b) tries to utilize the unused SCs on in-service P2MP-TRXs
to restore an affected flow and reroute it over fiber links with
enough spare FS’. Here, we assume that the outage on Switch 2
in Fig. 1(a) interrupts a 75-Gbps flow from Switch 6 to Switch
4. In Fig. 1(b), the spectrum usage before CLR indicates that
the hub P2MP-TRX attached to Switch 6 has enough spare
SCs to carry the affected flow and the corresponding FS’ on
Links 5 and 8 are available. Hence, we reroute the flow over
an in-service P2MP-TRX to restore it.

Fig. 1(c) explains the second strategy, which still tries to use
the unused SCs on in-service P2MP-TRXs for CLR but needs
to reconfigure their spectrum assignments due to insufficient
spare FS’ on fiber links. This time, we assume that the affected
flow is at 150 Gbps, i.e., the spare FS’ on Links 5 and 8 become
insufficient. Then, the CLR has to reconfigure the hub P2MP-
TRX’s spectrum assignment as shown in Fig. 1(c). Fig. 1(d)
shows the last strategy, which activates idle P2MP-TRXs when
in-service ones do not have enough unused SCs to carry an
affected flow. The affected flow in Fig. 1(a) is at 400 Gbps,
the in-service hub P2MP-TRX on Switch 6 cannot support it
anymore and we have to activate an idle one there for CLR.

We quantify the strategies’ costs as cf · nf + ctl · nt
l (first),

cf ·nf +ctl ·nt
l+cm (second), and cf ·nf +cth ·nt

h+ctl ·nt
l+cr

(third), where cf and nf are the unit cost and number of
newly-activated FS’, respectively, cth and nt

h are the unit cost
and number of newly-activated hub P2MP-TRXs of type-t,
ctl and nt

l are the unit cost and number of newly-activated
leaf P2MP-TRXs of type-t, cm is the cost of a P2MP-TRX
reconfiguration, and cr is the cost of setting up a new lightpath.
Here, the reason why we consider the cost of newly-activated
leaf P2MP-TRXs is that since the modulation format used for
each SC depends on the length of its lightpath [1], there may
be cases in each strategy where the number of SCs used for
an affected flow increases after the CLR (i.e., its recovered
lightpath is longer than the original one) [12].

III. ALGORITHM DESIGN

We propose a hybrid hierarchical auxiliary graph and clus-
tering (hHAG-C) algorithm to use the three CLR strategies
such that the cost of CLR can be minimized when evacuating
all the affected flows in R. Fig. 2 explains the key steps
in hHAG-C. We design an approach based on hierarchical
auxiliary graph (HAG) to apply the first strategy, while for
the second and third strategies, we propose a clustering-based
approach to group the affected flows into clusters to find the

routing and spectrum assignment (RSA) [10] to restore them.
Therefore, hHAG-C includes two sub-procedures.

Step 1 (CLR of Small-sized Flows): We sort the affected
flows in R in ascending order of their bandwidth demands.
Then, for each ri ∈ R, we traverse all the unused SCs of hub
P2MP-TRXs at its source si, and build an HAG Gl(Vl, El)
for it. As shown in Fig. 2(a), we first obtain a matrix to
record the FS usages of in-service lightpaths, then traverse
the matrix to determine whether a fiber link leaves enough
unused FS’ for the first strategy, and if yes, we add the link
e ∈ E to Gl(Vl, El) (as shown in Fig. 2(b)). After obtain the
HAG Gl, we calculate the shortest paths from si to di in it to
store in P . If we have P 6= ∅, we check the path to get the
modulation format for the SCs to use it and determine whether
the corresponding in-service hub P2MP-TRX on si still has
enough SCs to recover ri with the modulation format. If yes,
we just restore ri accordingly. If ri cannot be restored in Step
1, we put it in set Rl for being recovered in Step 2.

Step 2 (CLR of Large-sized Flows): We divide Rl into
{Rsi

l } based on the source si of each flow ri(si, di, xi) ∈ Rl.
For each Rsi

l ⊆ Rl, we record si and di of each ri in it
in set Sn, and calculate the Steiner tree St in the original
topology G(V,E) using Sn as the end node set and si as the
root (the left subplot of Fig. 2(c)). Then, we modify St to a
new one S′

t that can represent the information of flows in Rsi
l .

As shown in the middle subplot of Fig. 2(c), we add a virtual
node (dark solid circle) to connect to each di ∈ Sn to represent
the corresponding ri, while the length of the link (dotted line)
between them is set as 0. Then, we check all the hub P2MP-
TRXs on si (idle P2MP-TRXs can be activated), and cluster
the flows in Rsi

l in S′
t according to the number of unused

SCs Usc there. Specifically, we traverse S′
t with the depth-

first search, and obtain the subtree S′
s when the total bandwidth

demand of flows Xd in S′
s satisfies Usc

2 6 Xd 6 Usc (the right
subplot of Fig. 2(c)). Then, we calculate the Steiner tree Sh in
G(V,E) using si and destinations in S′

s and the destinations of
the original flows of that hub P2MP-TRX as the end node set
and get the RSA schemes to restore the flows in S′

s accordingly
(by applying the second and third strategies).

IV. PERFORMANCE EVALUATIONS

Our simulations use the 24-node US Backbone topology,
where each link carries 358 FS’, each of which occupies
12.5 GHz. Each SC takes 4 GHz, and thus for a P2MP-
TRX at {25, 100, 400} Gbps, its maximum spectrum usage



is {1, 2, 6} FS’, corresponding to {1, 4, 16} SCs. We consider
two modulation formats, i.e., DP-16QAM (6 500 km) and
DP-QPSK (others), for each SC to deliver capacities of 25 and
12.5 Gbps, respectively. We simulate light and heavy traffic
scenarios, where the demands of flows are within [1, 4] and
[5, 8] SCs, respectively, and in each simulation, we randomly
fail a switch to get a set of affected flows. We set cf = 1,
cm = 1, 000, and cr = 100, 000, and the unit cost of a
25/100/400-Gbps P2MP-TRX is 100/200/400. We use the
algorithm without flow clustering (HAG) as the benchmark.
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Fig. 3. Results of light traffic scenario.
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Fig. 4. Results of heavy traffic scenario.

Fig. 3 shows the simulation results of the light traffic
scenario. Fig. 3(a) compares the performance of hHAG-C and
HAG in terms of the total cost of CLR, and as expected,
the total costs of hHAG-C and HAG increase gradually with
the total traffic volume of affected flows. Meanwhile, hHAG-
C always provides smaller total costs than HAG, and the
gap between their results increases with the total volume of
affected flows. Specifically, hHAC-C achieves a maximum cost
saving of 33% and an average cost saving of 23% over HAG.
To further explore the factors that can affect the algorithms’
performance, Fig. 3(b) shows the distributions of the CLR
strategies used by the algorithms. We can see that hHAG-
C restores more flows with the first and second strategies
than HAG, which reveals that efficiently utilizing the spare
resources on the P2MP-TRXs and fiber links helps to provide
more economical CLR schemes.

Fig. 4 shows the results of the heavy traffic scenario, and
similar trends can be observed as those in Fig. 3. In Fig. 4(a),
hHAC-C achieves a maximum cost saving of 51% and an
average cost saving of 38% over HAG. The reason for this
phenomenon can still be found in Fig. 4(b). With hHAG-C,
an average of 72% of the affected flows are restored by the
first and second strategies, compared to only 55% by HAG.
Note that, the higher bandwidth demands in the heavy traffic
scenario make a larger portion of the affected flows unable to

be restored by the first strategy. As a result, there is a greater
reliance on the second and third strategies. hHAG-C effectively
aggregates the affected flows to find cost-efficient CLR strate-
gies for them, thereby avoiding unnecessary reconfiguration
and activation of P2MP-TRXs to save the cost of CLR.

Table I lists the running time of the algorithms and indicates
that hHAG-C can obtain CLR schemes for all the affected
flows within 2.7 seconds, while in comparison, HAG can take
∼21.8 seconds at most. This is attributed to the sub-procedure
of flow clustering in hHAG-C, which enables restoring mul-
tiple flows simultaneously, while HAG can only recover one
flow each time, resulting in a slower execution speed.

TABLE I
RUNNING TIME OF ALGORITHMS (SECONDS)

Light Traffic Scenario Heavy Traffic Scenario

Traffic in R (Tb/s) hHAG-C HAG Traffic in R (Tb/s) hHAG-C HAG

3 0.8842 2.4355 5 0.8413 3.0279

6 1.599 5.1031 10 1.3815 5.6377

9 1.6523 7.9543 15 1.9522 10.2244

12 2.283 12.3026 20 2.1764 15.7474

15 2.611 16.3249 25 2.6311 21.7667

V. CONCLUSION

We designed three CLR strategies to fully explore the
flexibility of P2MP-TRXs for recovering P2MP-TRX-based
WSONs from packet layer failures, and proposed an hHAG-C
algorithm to use the strategies for highly-efficient CLR. Exten-
sive simulations confirmed the effectiveness of our proposal.
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