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Abstract—In this work, we study the problem of deploying and
operating correlated data-intensive vNF-SCs in inter-datacenter
elastic optical networks. Requiring for a set of correlated data-
intensive vNF-SCs, the service completion time (SCT) of a
network service is related to the maximum branch completion
time of those vNF-SC branches, making the correlation awareness
of importance for the problem optimization. Being aware of it, we
propose a dynamic programming based optimization scheme for
the deployment and operation of single vNF-SC branch and two
correlation-aware service provisioning algorithms to minimize the
average SCT of network services. Simulation results verified that
the proposed algorithms can effectively reduce the average SCT
of network services compared with a benchmark algorithm that
ignores the importance of correlation awareness.

I. INTRODUCTION

Network function virtualization (NFV) [1, 2] is bringing
revolutionary changes to how the networks are architected.
With NFV, service providers can leverage standard IT virtu-
alization technologies to instantiate various virtual network
functions (vNFs) flexibly and dynamically on commodity
hardwares that are largely located in data-centers (DCs). Then,
to deploy a new network service timely, service providers only
need to deploy vNFs in DCs and steer the application traffic
through them in sequence, i.e., forming a vNF service chain
(vNF-SC) [3]. Meanwhile, it is known that many emerging net-
work services are bandwidth-intensive and/or data-intensive,
e.g., big data analysis [4, 5], multimedia services [6, 7] and
DC backup [8]. To support them adaptively, the capacity and
flexibility of the physical infrastructure of inter-DC networks
become critical, since the traffic flowing through the vNF-
SCs would exhibit high peak throughput and high burstiness
[9]. Fortunately, recent advances on elastic optical networks
(EONs) have confirmed that agile bandwidth management in
the optical layer is attainable [10–14]. With this advantage,
inter-DC EON becomes a promising infrastructure to support
bandwidth-intensive/data-intensive vNF-SCs efficiently [3].

The problem of deploying and operating vNF-SCs involves
both vNF-SC embedding and traffic steering. Previously, peo-
ple have studied how to deploy vNFs or vNF-SCs and steer
bandwidth-intensive traffic in inter-DC networks [3, 15–17].
Nevertheless, these studies only considered the vNFs or vNF-
SC deployment and traffic steering for bandwidth-intensive
network services, while after the vNFs or vNF-SCs having
been deployed, how to operate them to deliver high-quality
data-intensive services to the clients has not been addressed
yet. Specifically, to operate a data-intensive vNF-SC, service

providers need to accomplish two tasks: 1) scheduling the
computing tasks in required vNFs, and 2) transferring applica-
tion data between two adjacent vNFs in the vNF-SC. Note that,
both of these two tasks can affect the service completion time
(SCT) of a client, which is an important metric to measure
the quality-of-service (QoS) of data-intensive vNF-SCs. For
instance, if a client requests for a DC backup service with data
encryption on intermediate vNF(s), a shorter SCT means that
the client’s data can be evacuated from the endangered DC,
and transferred to and stored in a secure DC more quickly.

Note that, bandwidth-intensive vNF-SCs might consume
a lot of bandwidth and even cause congestions on certain
links. This would apparently affect the SCTs of data-intensive
vNF-SCs, since it would be easily for the second task (i.e.,
transferring application data) to be handled poorly. Moreover,
we should notice that the data transfer between two adjacent
vNFs is usually not continuous in time. This is because the
data transfer usually would not be started until the computing
task in the previous vNF has been done. Hence, to accomplish
the second task, we need to not only find an available path to
transfer data between each two adjacent vNFs in the vNF-SC,
but also schedule the data transfer in the time domain.

In this work, we study the problem of deploying and operat-
ing correlated data-intensive vNF-SCs in inter-DC EONs. We
consider a practical scenario in which a network service con-
sists of a source, a set of parallel and correlated data-intensive
vNF-SCs, and multiple destinations, to emulate the network
service such as big data analysis [4] or DC backup [8]. Due
to the correlation between parallel vNF-SCs, such a service’s
SCT would be the time when all the data from the source
have been processed by the designated vNF-SCs and been
delivered to the destinations. Being aware of this, we propose
two correlation-aware algorithms to minimize the average SCT
of such services. Note that, in a practical inter-DC EON, there
should be dynamic background traffic other than that from
the vNF-SCs, which would generate two-dimensional (2D)
spectrum fragments on the fiber links [18]. Since these 2D
fragments can be leveraged to accomplish spectrum-efficient
data transfers in EONs [18, 19], our algorithms schedule the
bulk-data transfers with them. Simulation results show that the
proposed algorithms can reduce the average SCT effectively.

The rest of the paper is organized as follows. Section II
provides the problem description. In Section III, we propose
several algorithms for the deployment and operation of cor-
related data-intensive vNF-SCs in inter-DC EONs. Section
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Fig. 1. Example on deploying and operating correlated data-intensive vNF-
SCs in an inter-DC EON.

IV evaluates the proposed algorithms with simulation results.
Finally, Section V summarizes the paper.

II. PROBLEM DESCRIPTION

We model the inter-DC EON as G(V, L), where V is the DC
set and L is the set of established lightpaths to interconnect
the DCs. Fig. 1(a) shows an intuitive example on the inter-DC
EON, which consists of 6 DCs and has 8 lightpaths1. Each
DC v ∈ V has certain vNF(s) deployed on it already, and
there are F types of vNFs supported by the inter-DC EON in
total. For type f vNF, the set of DCs that have such a vNF
is Vf ⊆ V . We assume that the inter-DC EON operates as
a discrete-time system [8], i.e., the network operation status
changes every time slot (TS). Each type f vNF can process
αf amount of data in a TS, and since the data volume can
change after each processing [3], the vNF’s output-to-input
data volume ratio is βf . For each DC pair (v, u) ∈ V 2, the set
of established lightpaths is Lv,u ⊂ L. Due to the dynamics of
background traffic, 2D spectrum fragments would be generated
on those lightpaths, which however can be utilized for bulk-
data transfers between the vNFs in data-intensive vNF-SCs.

A data-oriented vNF-SC is denoted as c = {s, d, b, F},
where s is its source, d is its destination, b is the volume of
initial data generated at the source, and F = {f1, · · · , f|F |}
is the sequence of required vNFs where operator | · | returns
the number of elements in a set. After all the required vNFs
have been deployed on selected DCs, service providers need to
conduct task scheduling and bulk-data transfer for operating
the data-intensive vNF-SC. For each vNF fj ∈ F , once it
being deployed in DC vfj ∈ Vfj , its task processing is not
allowed to be interrupted and the start time is denoted as δj .
By dividing the amount of its input data by αfj , we can get the
data processing latency as pj . After all the input data has been
processed, a 2D fragment is needed to transfer data from fj to
fj+1. Then, the data transmission latency tj can be obtained by
dividing the amount of output data from fj by the bandwidth
of the selected 2D fragment, and the start time of the data
transmission γj is that of the selected 2D fragment. As a bulk-
data transfer cannot be started before all the output data of a
computing task being processed by a vNF has been obtained
and a vNF cannot start to process a computing task before it
has received all the input data, the following constraints should

1For simplicity, we ignore the intermediate optical switches on the light-
paths and thus each pair of DCs are directly connected in Fig. 1(a).
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Fig. 2. Example on optimizing the deployment and operation of single data-
intensive vNF-SC branch with an AG and a DP-based scheme.

be satisfied to ensure successful operation:{
δj + pj ≤ γj ,

γj + tj ≤ δj+1,
∀j. (1)

Note that, when γj > δj + pj , the processed data cannot
be transferred immediately after it becomes available and thus
there would be a “data-to-be-transferred” buffering delay as
[γj − (δj + pj)]. Similarly, when δj+1 > (γj + tj), vNF fj+1

is occupied when the data from vNF fj arrives, leading to a
“data-to-be-processed” buffering delay as [δj+1 − (γj + tj)].
Then, we can see that the SCT of a vNF-SC includes four
parts: 1) the total data processing latency in all of its vNFs,
2) the total data transmission latency on all of its lightpaths,
3) the total “data-to-be-processed” buffering delay, and 4) the
total “data-to-be-transferred” buffering delay. Apparently, the
first part is constant and cannot be reduced, and hence we
should focus on minimizing the remaining three parts.

Further, a network service that consists of several correlated
data-intensive vNF-SCs is denoted as R = {c1, · · · , c|R|},
where ci is the i-th data-intensive vNF-SC. Fig. 1(b) shows a
network service that consists of three correlated data-intensive
vNF-SCs. Since all the vNF-SCs in R have the same source
s, we can regard each of them as a branch of the network
service. If we define the SCT of such a branch as branch
completion time (BCT), the SCT of the network service R
would be the maximum BCT of all its branches. For instance,
the scheme in Fig. 1(c) makes the network service in Fig. 1(b)
have an SCT of 13 TS’. Note that, as the maximum BCT of
its branches determines a service’s SCT, the deployment and
operation schemes of its other branches become flexible before
the SCT. For example, in Fig. 1(c), if we schedule the data
processing of vNF f1 in c1 to be started at t = 12 TS’, the
service’s SCT is still 13 TS’. In light of this, we should utilize
the correlation between vNF-SC branches to optimize the SCT
of such services. Besides, as the problem is at least as complex
as the task scheduling problem which has been proved to be
NP-hard in [20], it is NP-hard too. Hence, we can directly
turn to design heuristics to solve it time-efficiently.

III. PROPOSED DEPLOYMENT AND OPERATION SCHEMES
FOR CORRELATED DATA-INTENSIVE VNF-SCS

A. DP-based Optimization for Single vNF-SC Branch

As explained above, to deploy and operate a data-intensive
vNF-SC branch, we need to 1) select DCs to deploy requested
vNFs, 2) schedule computing tasks with available TS’ for
being processed by the vNFs in selected DCs, and 3) schedule



bulk-data transfers with 2D fragments on lightpaths to transmit
data between adjacent vNFs. To solve the sub-problems, we
first construct an auxiliary graph (AG) in which all the feasible
solutions of vNF-SC deployment are accessible but unevalu-
ated. As illustrated in Fig. 2, there is a data-intensive vNF-SC
requiring F = {f1, f2, f3}, since we have Vf1 = {1, 2, 4},
Vf2 = {2, 3, 5}, and Vf3 = {1, 4, 5}, we can construct its
AG as that in Fig. 2(a). Then, to find the optimal vNF-
SC deployment and operation scheme that has a minimum
SCT, we divide the AG into several stages, each of which
corresponds to the computing task scheduling in vNF fj as
well as the bulk-data transfer scheduling between vNFs fj
with fj+1, and propose a dynamic programming (DP) based
optimization scheme, the recursive relation of which is:

t
(
s, fj+1, vfj+1

)
= min

vfj
∈Vfj

[
t(s, fj , vfj ) + t(vfj , vfj+1)

]
, (2)

where t(s, f, vf ) is the delay from the TS when the vNF-SC
starts to when vNF f on DC vf finishes its computing task,
and t(vfj , vfj+1) is the duration in between the completion
time of the computing task in vNF fj on DC vfj and that of
the computing task in vNF fj+1 on DC vfj+1 , as explained in
Fig. 2(b). By calculating t(s, fj+1, vfj+1

) for vfj+1
∈ Vfj+1

in each stage, we can get the minimum SCT of the vNF-SC
(i.e., t(s, d)) and solve the three subproblem simultaneously.

Here, to minimize t(vfj , vfj+1), we select the earliest
and largest 2D spectrum fragment on established lightpaths
from vfj to vfj+1 , which can minimize both the “data-to-
be-transferred” buffering delay and data transmission latency.
Meanwhile, to minimize the “data-to-be-processed” buffering
delay on vfj , we try to find the earliest start time of the
computing task with task rescheduling. Specifically, for those
computing tasks that have already been scheduled on vfj ,
their scheduling schemes could be flexible with the existence
of “data-to-be-transferred” buffering delay. Because of it, we
can perform task rescheduling for those tasks to squeeze a
earliest service time window for the target computing task.
To realize it, we leverage the scheduling algorithm that we
designed in [21], which combines the binary search and the
minimum late task scheduling (MLTS) algorithm [22] and
has a time complexity of O(N2 · log([t(fj)]max

min ) where N
is the number of rescheduled tasks and [t(fj)]

max
min is the

time interval between the earliest start time with/without task
rescheduling. Finally, the overall time complexity of the DP-
based optimization is O(|F|·|V |2 ·N̂2 · ̂log([t(fj)]max

min )), where
operation ·̂ returns the maximum value of a variable.

B. Correlation-Aware Service Provisioning Algorithm with
DP-Based Optimization (CASP w/ DP)

Based on the proposed DP-based optimization scheme, we
propose a correlation-aware service provisioning algorithm to
minimize the average SCT of correlated data-intensive vNF-
SC services. First, to emphasize the importance of correla-
tion awareness on the optimization, we gives an example in
Fig. 3, where the performance of the provisioning schemes
with/without correlation-awareness in terms of average SCT
are compared. There are two network services, each of which
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Fig. 3. Example on the importance of correlation awareness.

consists of two data-intensive vNF-SC branches. For Service
1, its first branch c1 has already been deployed and scheduled
with a BCT of 10 TS’. Under this premise, the provisioning
scheme without correlation awareness would decide the de-
ployment and operation schemes for the two network services
one by one. As shown in Fig. 3(b), the sequence of branches
to be deployed and scheduled is {c2, c3, c4}, and we get the
SCTs of Services 1 and 2 as 10 and 14 TS’, respectively.
Hence, the average SCT of the services is 12 TS’.

The provisioning scheme with correlation-awareness de-
ploys and schedules the data-intensive vNF-SC branches based
on their priorities, which depend on their effects on the average
SCT. For example, as the branch c1 of Service 1 having a
BCT of 10 TS’, the deployment and operation scheme of
c2 becomes flexible as long as its BCT is shorter than 10
TS’. Being aware of this, we deploy and schedule the most
urgent branch in each decision round, and get the sequence of
branches to be deployed and scheduled as {c3, c2, c4}, which
results in the SCTs of Services 1 and 2 becoming 10 and 12
TS’, respectively, as shown in Fig. 3(c). Therefore, the average
SCT is shorten to 11 TS’, which verifies the importance of
correlation awareness on minimizing the average SCT.

Grounded by the idea of serving the most urgent branch
first while being aware of the correlation between branches,
our proposed correlation-aware service provisioning algorithm
with DP-based optimization (abbreviated as “CASP w/ DP”) is
elaborated in Algorithm 1. Here, we define several notations:
Cp is the set of pending branches that are waiting for being
deployed and scheduled, Cdd

p is the subset of Cp to store all
the deadline-driven branches and it is initialized as ∅, C∞

p is
another subset of Cp to store the remaining branches, which
satisfies Cp = Cdd

p ∪ C∞
p and is initialized as Cp, and th

is a preset threshold to determine whether a deadline-driven
branch has become urgent. Line 2 obtains the latest network
status. Lines 3-5 calculate the BCT for all pending branches
in Cp based on the proposed DP-based scheme to find the
potentially-urgent branches. Then, to find the most urgent
branch, we first search it in Cdd

p by selecting the branch that
has the minimum gap between its BCT and deadline (Line 7).
If the selected branch is not urgent enough, we continue to
search it in C∞

p by selecting the branch that has the smallest
BCT among all the longest branches in network services (Lines
12 and 17). Otherwise, the selected branch in Cdd

p is regarded
as the most urgent one. Next, we deploy and schedule the



most urgent branch with the DP-based scheme and update
the defined sets (Lines 9, 10, 13, 14, 18 and 19). The time
complexity of CASP w/ DP is O(|̂Cp|

2
· O(DP )), where

O(DP ) is the time complexity of the DP-based scheme.

Algorithm 1: Correlation-Aware Service Provisioning Al-
gorithm with DP-Based Optimization (CASP w/ DP)

1 while Cp ̸= ∅ do
2 obtain the latest network status;
3 for each vNF-SC branch in Cp do
4 calculate its BCT with the DP-based scheme;
5 end
6 if Cdd

p ̸= ∅ then
7 select the vNF-SC branch with minimum gap between

its BCT and deadline in Cdd
p ;

8 if the minimum gap is smaller than th then
9 deploy/schedule selected branch in Cdd

p with DP;
10 update Cp, Cdd

p and deadline of branches in Cdd
p ;

11 else
12 select the branch with the smallest BCT among all

the longest branches in C∞
p ;

13 deploy/schedule selected branch in C∞
p with DP;

14 update Cp, Cdd
p , C∞

p , deadline of branches in Cdd
p ;

15 end
16 else
17 select the branch with the smallest BCT among all the

longest branches in C∞
p ;

18 deploy/schedule selected branch in C∞
p with DP;

19 update Cp, Cdd
p , C∞

p , deadline of branches in Cdd
p ;

20 end
21 end

C. Correlation-Aware Service Provisioning Algorithm with
Feature-Based Optimization (CASP w/ BF)

Considering the non-negligible time complexity of the DP-
based scheme in Algorithm 1, we try to design a feature-based
optimization scheme to replace the calculation in Line 4, for
finding the most urgent branch more quickly. We abbreviate
the new scheme as “CASP w/ BF”. For the four parts in the
BCT of a vNF-SC branch, the total data processing latency
is independent of network status and thus can be calculated
exactly, while the remaining three parts can be estimated based
on those of served/scheduled branches. To do that, for each
lightpath, we record the data transmission latency and “data-
to-be-transferred” buffering delay of each served/scheduled
branch that goes through it, and obtain the average data
transmission latency per unit data and the average “data-
to-be-transferred” buffering delay. Regarding the “data-to-be-
processed” buffering delay on the vNFs in selected DCs, we
estimate it similarly. Finally, the BCT of a branch can be
estimated by calculating t(vfj , vfj+1) in Eq. (2) as:

t
(
vfj , vfj+1

)
= min

l∈Lvfj
,vfj+1

[
bfj · (td

∗
l + tb∗l +pd∗vfj+1

)+p∗fj+1

]
,

(3)
where bfj is the amount of data from vfj , td∗l is the average
bulk-data transfer delay per unit data on lightpath l, tb∗l is the
average “data-to-be-transferred” buffering delay on lightpath l,
pd∗vfj+1

is the average “data-to-be-processed” buffering delay
on vfj+1 , and p∗fj+1

is the data processing latency on vfj+1 .

By combining Eqs. (2) and (3), we can get the estimated BCT
of a pending vNF-SC branch. The time complexity of CASP
w/ BF is O(|̂Cp|

2
· (|L|+ |V | · |F|) + |̂Cp| ·O(DP )).

IV. PERFORMANCE EVALUATION

We evaluate the proposed algorithms with the 14-node
NSFNET topology [10]. Here, each node in the topology is
a DC node, and between each DC pair, there are [1, 2] estab-
lished lightpaths, each of which has 11 FS’. The background
traffic occupies the lightpaths’ bandwidth dynamically along
the time axis and leaves 12.02% and 2.65% on average in the
low and high traffic scenarios, respectively. The number of
deployed vNFs on each DC is within [2, 4] and there are 10
types of vNFs in total. In each simulation, the network services
are generated dynamically according to the Poisson traffic
model. Each of them asks for 3 correlated vNF-SC branches on
average, the average number of vNFs in a vNF-SC is 5, and its
initial data volume is uniformly distributed within [1, 3] FS·TS.
The vNFs’ processing rates are within [0.56, 1.12], and their
output-to-input data volume ratios are within [0.7, 1.3]. The
threshold th in Algorithm 1 is set to 5 TS’. For comparison, we
adopt the service provisioning algorithm without correlation
awareness (abbreviated as “CISP”) as the benchmark.

TABLE I
RUNNING TIME PER NETWORK SERVICE IN LOW BACKGROUND TRAFFIC

SCENARIO (SECONDS)

# of Network Services Average Running Time per Network Service
CISP CASP w/ DP CASP w/ BF

200 0.68 4.64 0.92

300 0.89 7.64 1.23

400 0.98 9.77 1.39

Fig. 4 shows the results in the low background traffic
scenario. In Fig. 4(a), we observe that the proposed algorithms
achieve much lower average SCTs than the benchmark. More
importantly, CASP w/ BF can achieve similar results as CASP
w/ DP. In Fig. 4(b), the “data-to-be-transferred” buffering
delay is small, while the data processing latency dominates the
BCT of each branch. This is because, when the background
traffic is low, there are sufficient 2D fragments to transmit
the processed data immediately. Fig. 4(c) shows the average
variance of correlated BCTs. Here, a lower BCT variance
means that the correlation-awareness scheme functions better,
and our algorithms achieve much lower BCT variances than
the benchmark. Moreover, as the number of network services
increases, the BCT variances from our algorithms decrease
rapidly, while there is no such trend in the benchmark’s results.
To evaluate the time efficiency of the algorithms, Table I
compares their running time per network service, in which
CASP w/ DP needs much longer time than CASP w/ BF and
the benchmark. To this end, in view of the similar results on
average SCT in Fig. 4(a) and the shorter time in Table I, CASP
w/ BF is proved to be more effective than CASP w/ DP.

Fig. 5 shows the results in the high background traffic
scenario, which still confirms the advantage of our proposed
algorithms. However, the performance gaps on the average
SCT becomes slightly smaller. This is because in the high
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background traffic scenario, the processed data has less trans-
mission opportunities, which would affect the estimation ac-
curacy of the proposed feature-based optimization scheme.

V. CONCLUSION

In this paper, we studied how to deploy and operate correlat-
ed data-intensive vNF-SCs to minimize their average SCT. We
proposed a DP-based scheme for the deployment and operation
of single vNF-SC branch and two correlation-aware algorithms
to optimize the average SCT of network services. Simulation
results verified the effectiveness of our proposals.
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