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Abstract—With the rapid development of programmable data
plane (PDP), both segment routing (SR) and in-band network
telemetry (INT) have attracted intensive interests. Hence, we have
previously proposed the technique of SR-INT, which explores the
benefits of SR and INT simultaneously and gets rid of the hassle
of the accumulated overheads of them. In this work, we further
expand the advantage of SR-INT by studying how to plan the SR-
INT schemes of flows at the network level to balance the tradeoff
between bandwidth usage and coverage of network monitoring,
namely, the problem of “SR-INT orchestration”. A mixed integer
linear programming model (MILP) is first formulated for the
problem, and we prove its NP-hardness. Then, to reduce the
time complexity of problem-solving, we propose a novel greedy
algorithm based on path ranking and a column generation (CG)
based approximation algorithm. Extensive simulations verify the
performance of our proposed algorithms.

Index Terms—Segment routing (SR), In-band network teleme-
try (INT), Programmable data plane (PDP), Network monitoring,
Column generation, Approximation algorithm.

I. INTRODUCTION

W ITH the momentum gained from fast-emerging inno-
vations, the Internet has been continuously reshaped

over past decades. This makes it a better place for bandwidth-
/data-intensive applications with stringent quality-of-service
(QoS) demands. Recent developments on data-centers [1, 2]
and 5G networks [3] have stimulated advances on network
architecture [4–6], physical-layer technologies [7–10], virtu-
alization approaches [11–13], etc. The flexibility brought by
these advances has made the Internet more prone to faults and
thus complicated network control and management (NC&M)
[14]. To address the unprecedented challenges faced by today’s
NC&M systems, we need more powerful and adaptive network
monitoring techniques that can visualize network operations in
realtime and detect/locate exceptions timely and accurately.

According to [15], conventional network monitoring meth-
ods can be categorized as active measurements (e.g., Ping
and Traceroute [16]), passive measurements (e.g., sFlow [17]),
and hybrid measurements (e.g., reactive measurement [18]).
However, as the data collection of these methods are normally
not in realtime, they have difficulty in satisfying the require-
ments of today’s NC&M. This restriction can be overcome by
leveraging the programmable data plane (PDP) [5, 6], which
enables network operators to define new packet fields and
customize packet processing pipelines, for facilitating novel
network functions for network monitoring and troubleshoot-
ing. For instance, in-band network telemetry (INT) [19] can
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be realized with PDP for monitoring networks and locating
exceptions in a realtime, fine-grained, and flow-oriented way.

Specifically, INT lets packets in a service flow carry teleme-
try instructions and data. When a packet enters the network,
the ingress PDP switch inserts an INT header in it to represent
the telemetry instruction for network monitoring. Then, as the
packet is forwarded along its routing path, each intermediate
PDP switch checks the telemetry instruction, collects the
required network status of when the packet gets processed in
the PDP switch, and encodes the status data as specific INT
fields in the INT header of the packet. Finally, before exiting
the network, the egress PDP switch extract the INT header
from the packet and send it to a data analyzer. In this way,
the data analyzer can analyze the telemetry data in the INT
header to reply how the packet got processed in the network.

Despite its promising advantages, INT also has a few
drawbacks. For instance, repeated insertion of INT fields can
make a packet excessively long and bring in noticeable band-
width overhead. Moreover, as PDP switches need to invoke
“AddField” frequently, which is a relatively costly action for
packet processing, INT can prolong packet processing latency
and affect the QoS of network services [20]. These drawbacks
make it difficult to use INT together with other emerging
techniques that also count on manipulating packet header
fields, while the benefits of INT on network monitoring and
troubleshooting cannot be fully exploited by itself. Here, one
example is segment routing (SR) [21], which is famous for
being capable of realizing adaptive routing efficiently.

SR inserts a series of SR labels in the header of each packet
at its ingress PDP switch to indicate the routing path, and
thus each subsequent PDP switch can just forward the packet
according to the right SR label (SRL). As both INT and SR
are realized with PDP switches, they can benefit each other
mutually. Specifically, INT provides rich telemetry data for
the control plane to conduct traffic engineering and failure
recovery with SR, while the control plane also leverages SR to
adjust the data collection scheme of INT for adaptive network
monitoring. Nevertheless, as INT and SR both insert a stack of
header fields in each packet, they can be incompatible because
of the maximum transmission unit (MTU).

Therefore, it is relevant to study how to maintain the
accumulated overhead of INT and SR such that they can be
used simultaneously. Note that, with SR, the routing path of a
packet is encoded as a stack of SRLs, each of which denotes
a path segment, and the last switch of each segment needs
to update the current SRL to point to the next segment [22].
Hence, if we replace an SRL with a bundle of INT fields at the
last switch of each segment, we can time-multiplex the space
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in each packet header for INT and SR, and maintain the length
of each packet as unchanged along its routing path. This novel
scheme, namely, SR-INT [23], enables operators to explore the
mutual benefits of INT and SR, without worrying about the
violation of MTU due to their accumulated overhead.

Compared to the conventional INT, SR-INT has the restric-
tion that telemetry data can only be collected at the last switch
of each path segment. However, we hope to point out that this
restriction is actually not an issue. This is because per-switch
monitoring with INT is normally not necessary in most of
networks [24, 25], especially for those in which exceptions do
not happen frequently and widely. Meanwhile, per-switching
monitoring with INT can bring in intolerable overheads when
collecting and processing telemetry data. Therefore, the im-
pact of SR-INT’s restriction can be minimized by properly
balancing the tradeoff between coverage and overheads of
SR-INT, i.e., orchestrating the SR-INT schemes on flows to
efficiently cover “critical” switches on account of resource
constraints. Specifically, we only need to reasonably plan the
paths of the flows for SR-INT in the network, divide the paths
into suitable segments such that all or most of the “critical”
switches become last switches of the segments. Meanwhile,
the events in the switches that are not critical ones will be
missed to reduce the overheads of SR-INT. Note that, SR-INT
denotes paths with unique SRLs and instructs the switches on
each path to forward packets accordingly, which is different
from finding paths with the interior gateway protocol (IGP).

This work studies the aforementioned SR-INT orchestration
problem, i.e., how to optimize the SR-INT schemes on flows
at the network level such that under resource constraints, the
coverage of INT-based network monitoring can be maximized.
We first formulate a mixed-integer linear programming model
(MILP) to solve the problem exactly, and prove that it is NP-
hard. Next, in order to make the problem-solving much more
time-efficient, we first design a novel greedy-based heuristic
based on path ranking, and then propose an approximation
algorithm based on column generation (CG). Finally, we
conduct extensive simulations to verify the effectiveness of
our proposals. The main contributions of our work are:

• To the best of our knowledge, this is the first work on
orchestrating SR and INT for maximizing the coverage
of INT-based monitoring under resource constraints.

• We formulate an MILP model to solve the problem
exactly and prove its NP-hardness.

• We design a CG-based approximation algorithm that can
get a near-optimal solution within a reasonable number
of iterations, and theoretically analyze the algorithm’s
convergence, relative error, and time complexity.

The rest of the paper is organized as follows. Section II
surveys the related work briefly. We describe the operation
principle of SR-INT and explain the network model for SR-
INT orchestration in Section III. In Section IV, the MILP
model and the greedy-based heuristic are designed, and we
also prove the problem’s NP-hardness there. Section V ex-
plains our proposal of the CG-based approximation algorithm
and show the theoretical analysis on it. We evaluate the
performance of our proposals with extensive simulations in

Section VI. Finally, Section VII summarizes the paper.

II. RELATE WORK

SR was evolved from multi-protocol label switching (M-
PLS) [26] and has been standardized in SRv6 [22]. Specifical-
ly, SRv6 adds a segment routing header (SRH) in the extension
header of IPv6 to store a series of SRLs for specifying an
explicit routing path. Since its inception, many studies have
considered how to optimize the SR schemes of flows for
traffic engineering (TE) [27–32]. Bhatia et al. [27] respectively
proposed algorithms to solve the offline and online versions of
SR-based TE. The studies in [28, 29] formulated integer linear
programming (ILP) and MILP models, respectively, to address
SR-based TE, and they also proposed time-efficient heuristics.
The evaluation of SR-based TE with real-world topologies and
traffic demands was conducted in [30]. The authors of [31]
proposed to plan SR-based TE with a CG-based algorithm for
improved time-efficiency. For the same purpose, Pereira et al.
[32] proposed an evolutionary computation based approach.

The first specification of INT was released in [19], which
suggested to collect telemetry data on a per-switch and per-
packet basis. Based on this scheme, people have considered
how to plan the flows with INT to effectively monitor a
network, i.e., the so-called INT orchestration (INTO) problem
[33]. Specifically, the investigations on INTO can be catego-
rized into two approaches: 1) planning INT-based probe flows
for effective network monitoring [34–38] and 2) optimizing
INT-based data collection with active service flows [33, 39].

Note that, even though using probe flows for INT-based
network monitoring provides us more flexibility to solve the
INTO problem, it also introduces two drawbacks. First, as
probe flows do not experience exactly the same network state
as service flows, the network monitoring based on them might
not be accurate. Second, probe flows generate extra overheads
on bandwidth usage and packet processing, and thus they
might affect the performance of service flows. Therefore, we
will not pursue the first approach in this work. The second
approach only relies on active service flows for INT-based data
collection, but it does not address the excessive overheads of
per-switch and per-packet INT. Recently, based on the idea of
sampling switches and packets for INT-based data collection,
people have proposed a few selective INT scenarios [24, 25,
40, 41] to better balance the tradeoff between accuracy and
overheads of INT-based network monitoring. However, none
of these studies have addressed how to optimize the selective
INT schemes on service flows at the network level.

In addition to lack of work on selective INT orchestration,
existing studies did not explore the mutual benefits of INT
and SR either. Although certain studies did consider to use
INT together with SR (e.g., the NetView in [36]), they still
assumed separate packet header spaces for the stacks of SRLs
and INT fields and did not address the accumulated overheads
of INT and SR. To the best of our knowledge, our proposed
SR-INT in [23] is the only existing scheme that can explore the
mutual benefits of INT and SR and reduce their accumulated
overheads simultaneously. Specifically, in [23], we designed
the operation principle of SR-INT and realized a system
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prototype based on PDP to demonstrate its effectiveness.
Nevertheless, the orchestration of SR-INT schemes on service
flows at the network level has not been considered in [23].

III. SR-INT ORCHESTRATION

In this section, we first explain the operation principle of
SR-INT [23], and then introduce the problem of SR-INT
orchestration at the network level.

A. Operation Principle

Fig. 1 illustrates the operation principle of SR-INT. We
make each SRL use the same length as that of an INT field
(e.g., 4 bytes [19]), and the last switch of each path segment
replaces the first SRL in the stack with an INT field that
stores the telemetry data regarding itself1. Hence, the size of
each SR-INT packet stays as unchanged when being forwarded
along its routing path, and thus the accumulated overheads of
SR and INT can be effectively reduced.

Note that, as SR-INT lets PDP switches collect and insert
telemetry data into packets instantly [23], it does not sacrifice
any accuracy of telemetry data collection. Our system proto-
type of SR-INT in [23] could collect the telemetry data about
Device ID, Output Port, Hop Latency, and Bandwidth. Here,
Device ID tells the ID of a switch, Output Port stores the
output port that a flow used on the switch, Hop Latency records
the processing time of a packet in the switch, and Bandwidth
tells the bandwidth usage on the output port used by a packet.
Therefore, SR-INT can be used to detect and locate network
exceptions such as congestion, switch misconfiguration, etc.

To assign one SR-INT scheme to a service flow, the SDN
controller first calculates the flow’s routing path according
to its source, destination and QoS requirement, then divides
the routing path into several segments according to the re-
quirements of network monitoring (i.e., each “critical” switch
on the path should terminate a segment such that telemetry
data regarding it can be collected with SR-INT), and installs
the corresponding entries of flow tables (i.e., flow entries) in
related switches. Hence, when a packet of the flow enters the
network, the ingress switch encodes an ordered list of SRLs in
it, each of which denotes a segment on its routing path. Next,
the packet is forwarded along each segment according to the
first SRL, and when it reaches the last switch of a segment, the
first SRL is popped out, which makes the next SRL the first
one, and an INT field is inserted. This procedure is repeated
until the packet arrives at its egress switch.

The egress switch duplicates the packet, forwards a copy to
one data analyzer (DA), which will extract, parse and index
the telemetry data in INT fields, and removes the INT fields
from the other copy before sending it to the destination host.
Moreover, SR-INT can also make flows share SRLs [42], and
thus the memory usage in switches for flow entries is saved. In
this work, we assume that the PDP switches are the hardware-
based ones, which can handle the operations of INT and SR

1Note that, using only one INT field to store the telemetry data regarding
a switch will not restrict the effectiveness of SR-INT. This is because if
the switch needs to collect multiple types of telemetry data that cannot be
accommodated in an INT field, we can encode the telemetry data in multiple
packets and rely on data analyzers at network edge for data aggregation [40].

at line-rates (i.e., without sacrificing any packet processing
throughput) [43, 44]. Then, the impact of SR-INT on the PDP
switches is only the memory usage of related flow entries.

B. Problem Description
When there are multiple service flows in the network, how

to plan the SR-INT schemes on them for effective network
monitoring becomes a sophisticated optimization problem.
Fig. 1 uses three flows to explain the problem of SR-INT
orchestration. The flows are Flow 1: Switch 1→Switch 4, Flow
2: Switch 1→Switch 7, and Flow 3: Switch 5→Switch 7. As
shown in Fig. 1, we assume that the critical switches are
Switches 3 and 6. Hence, the flows are routed through them
for INT-based network monitoring.

As for Flow 1, the SDN controller divides its routing path
into two segments, and thus after its ingress switch (Switch 1),
each of its packets contains a stack of two SRLs (i.e., the SR
1 and SR 3 in Fig. 1), which correspond to Segments 1→2→3
and 3→4, respectively. At Switch 2, the packet is forwarded
to the output port that goes to Switch 3, and as Switch 2 is not
the last switch of a segment, the first SRL on the packet gets
preserved. Next, at Switch 3, the SRL for Segment 1→2→3
gets replaced with an INT field that contains telemetry data
about Switch 3. Finally, Switch 4 replaces the only SRL on the
packet with an INT field about itself and duplicates the packet.
One copy is forwarded to the DA for collecting the telemetry
data on it, and another copy is sent to the destination of Flow
1 after Switch 4 removing all the INT fields.

As Flows 1 and 2 share Segment 1→2→3, Switch 1 encodes
the same first SRL (i.e., SR 1) on their packets. Hence, the two
flows share one flow entry on Switch 2, saving some memory
usage there, while their flow entries on Switches 1 and 3 are
different. The path of Flow 2 consists of Segments 1→2→3,
3→6 and 6→7, for collecting telemetry data at Switches 3, 6
and 7. Flow 3 collects telemetry data of Switches 6 and 7, and
Flows 2 and 3 share Segment 6→7 (i.e., SR 4).

Hence, to leverage SR-INT for efficient network monitoring,
one needs to optimize the SR-INT schemes on flows at the
network level. This means that under resource constraints (i.e.,
the bandwidth capacity of links and the memory space on
switches for flow entries), we need to optimize 1) the routing
paths of flows2, 2) how to partition the paths into segments,
and 3) the INT-based data collection schemes, such that the
coverage of INT-based network monitoring is maximized. We
refer to this problem as “SR-INT orchestration”. Note that, in
this work, we only solve the problem of SR-INT orchestration
for planning the SR-INT on flows once. However, in a dynamic
network environment where the traffic condition can change,
we might also need to re-plan the SR-INT schemes on flows
from time to time, which will be studied in our future work.

IV. OPTIMIZATION MODEL

In this section, we formulate the MILP for SR-INT orches-
tration, analyze the problem’s complexity, and design a greedy-
based heuristic for time-efficient problem-solving.

2We assume that the network operator can plan the routing paths of all
the flows involved in SR-INT orchestration freely. If a flow has restriction on
path calculation, the operator will exclude it from SR-INT orchestration.
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Fig. 1. Operation principle of SR-INT.

A. MILP Model

Parameters:
• G(V,E): the topology of the PDP network, where V and
E are the sets of switch nodes and links, respectively.

• Bu,v: the bandwidth capacity of link (u, v) ∈ E.
• F : the set of flows that are considered for SR-INT.
• sk/dk: the source/destination node of the k-th flow in F .
• bk: the bandwidth demand3 of the k-th flow in F .
• nsv: the number of flows that have node v as sources.
• ndv: the number of flows that have node v as destinations.
• γv: the memory capacity of the PDP switch on node v

in terms of flow entries.
• W : the total bandwidth usage if all the flows in F are

assumed to use their shortest paths.
• dv: the degree of node v.
• m: the maximum degree of nodes in G(V,E).
• av: the total bandwidth capacity of links on node v.
Variables:
• xv: the boolean variable that equals 1 if the routing paths

of multiple flows separate at node v, and 0 otherwise.
• gv: the boolean variable that equals 1 if the routing paths

of multiple flows converge at node v, and 0 otherwise.
• fu,v: the boolean variable that equals 1 if link (u, v)

carries at least one flow in F , and 0 otherwise.
• cku,v: the boolean variable that equals 1 if link (u, v)

carries the k-th flow in F , and 0 otherwise.
• ωv: the real variable that denotes the importance of node
v for being monitored.

• ev: the integer variable that indicates the number of flow
entries installed on the switch on node v.

• yv: the real variable that denotes the contribution of node
v in network monitoring, i.e., yv equals ωv if node v is
selected for INT-based data collection, and 0 otherwise.

Objective:

3The bandwidth demand here already includes the overhead of SR-INT.

The optimization objective is to minimize the total band-
width usage of flows in F and maximize the total contribution
of the nodes that are monitored with SR-INT4

Minimize
α

W
·

|F |∑
k=1

∑
(u,v)∈E

cku,v · bk − β ·
∑
v∈V

yv, (1)

where α and β are the weights of the two terms in the
objective. By adjusting the proportional relation between α
and β, we can change their importance in the optimization.
Specifically, in practice, α and β should be carefully set by the
operator according to 1) what kinds of and how many of the
events of interest should be detected and correctly diagnosed,
and 2) how many SR-INT overheads can be tolerated. The
impact of the values of α and β on the performance of SR-
INT orchestration will be discussed in Section VI.

Constraints:∑
v:(u,v)∈E

cku,v−
∑

v:(v,u)∈E

ckv,u =

 1, u = sk,
−1, u = dk,
0, otherwise,

∀k ∈ [1, |F |].

(2)

Eq. (2) ensures that the routing path of each flow satisfies the
flow conservation condition.

|F |∑
k=1

cku,v · bk ≤ Bu,v, ∀(u, v) ∈ E. (3)

Eq. (3) ensures that the bandwidth consumed by the flows on
each link does not exceed the link’s capacity.

1

|F | ·
|F |∑
k=1

cku,v ≤ fu,v ≤
|F |∑
k=1

cku,v, ∀(u, v) ∈ E. (4)

Eq. (4) ensures that the value of each variable fu,v is set
correctly, that is, when there are flow(s) passing through link
(u, v), fu,v equals 1, and 0 otherwise.

4Note that, by not invoking INT data collection on all the nodes in a network
but focusing on those whose importance is relatively high, our MILP model
actually implicitly reduces the overhead/load of INT data processing on DAs.
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
xv ≤

|F | − 1 + nd
v − n

s
v +

∑
u:(v,u)∈E

fv,u −
∑

u:(u,v)∈E

fu,v

|F |
,

xv ≥
nd
v − n

s
v +

∑
u:(v,u)∈E

fv,u −
∑

u:(u,v)∈E

fu,v

|F |
,

∀v ∈ V,

(5)


gv ≤

|F | − 1 + ns
v − n

d
v +

∑
u:(u,v)∈E

fu,v −
∑

u:(v,u)∈E

fv,u

|F |
,

gv ≥
ns
v − n

d
v +

∑
u:(u,v)∈E

fu,v −
∑

u:(v,u)∈E

fv,u

|F |
,

∀v ∈ V.

(6)

Eqs. (5) and (6) ensure that the values of xv and gv are set
correctly, to make sure that the segments on the routing path
of each flow are defined correctly and the last switch on each
segment is selected by SR-INT for telemetry data collection.

ev ≤ γv,

ev ≤ nd
v + (1− gv − xv) · |F |+

∑
u:(v,u)∈E

|F |∑
k=1

ckv,u,

ev ≥ nd
v − (1− gv − xv) · |F |+

∑
u:(v,u)∈E

|F |∑
k=1

ckv,u,

ev ≤ nd
v + (gv + xv) · |F |+

∑
u:(v,u)∈E

fv,u,

ev ≥ nd
v − (gv + xv) · |F |+

∑
u:(v,u)∈E

fv,u,

∀v ∈ V.

(7)
Eq. (7) ensures that the number of flow entries installed on
each switch does not exceed its memory capacity. According
to the design in [23], the number of flow entries consumed by
SR-INT can be estimated as follows. First of all, if a flow uses
a node as its source/destination in the PDP network, one flow
entry is installed there for it. Then, if a node is the first/last
one on a path segment, each in/out flow that uses the segment
consumes a flow entry there, respectively. Finally, if a node is
an intermediate one on a segment, all the flows that uses the
segment share a flow entry there.

ωv =

(
dv + nd

v

m

)
+


∑

v:(v,u)∈E

|F |∑
k=1

ckv,u · (av +m · bk)

m · av

 , ∀v ∈ V.
(8)

Eq. (8) ensures that the importance of each node for being
monitored by SR-INT is set correctly. In this work, we assume
that the importance of a node depends on the total bandwidth
usage of and the number of the flows passing through it.

yv ≥ 0,

yv ≤ 2 +
|F |
m
· (xv + gv),

yv ≤ ωv,

yv ≥ ωv −
[
2 +
|F |
m
· (1− xv − gv)

]
,

∀v ∈ V. (9)

Eq. (9) ensures that the contribution of each node to the
network monitoring with SR-INT is determined correctly.

By solving the MILP, we can get the optimal solution of
the SR-INT orchestration problem. Specifically, the values of
variables {cku,v} determines the routing paths of flows, the
values of variables {xv}, and {gv} tell us how to partition the
paths into segments, and the values of variables {yv} define the
INT-based data collection schemes. For example, if we assume
that the path of a flow is 1→2→3→4→5 and the MILP obtains
x1 = x2 = 1 for Nodes 1 and 2 and x3 = x4 = x5 = 0 for
Nodes 3, 4 and 5, respectively, and g4 = 1 and g1 = g2 =
g3 = g5 = 0. Then, the MILP’s solution partitions the flow’s
path into three segments as 1→2, 2→3→4 and 4→5.

B. Complexity Analysis

Theorem 1: SR-INT orchestration is an NP-hard problem.
Proof: We prove the NP-hardness of SR-INT orchestra-

tion by restricting it to the generation case of a well-known
NP-hard problem [45]. We apply the restriction of β = 0,
which means that the optimization objective of the SR-INT
orchestration becomes to minimize the total bandwidth usage
of flows in F only. This makes the optimization be equivalent
to planning the flows’s paths in a resource-constrained network
such that the total bandwidth usage is minimized, which is just
the general case of the multi-commodity flow problem (MCF)
[46]. As MCF is known to be NP-hard [46], we can prove
the NP-hardness of SR-INT orchestration.

C. Greedy-based Heuristic with Path Ranking (G-PR)

Since SR-INT orchestration is an NP-hard problem, we
first resort to designing a polynomial-time heuristic to solve it
quickly. Algorithm 1 shows the detailed procedure, which is
a greedy-based heuristic with path ranking (G-PR). Lines 1-5
are for the initialization. Here, for each flow in F , we calculate
K shortest paths for it in G(V,E) and will determine the SR-
INT scheme of the flow based on these paths (Lines 2-5).
Moreover, in Line 4, we assign a weight to each flow as

ηk =
1

K
·
∑
p∈Pk

[bk · hop(p)] , (10)

where hop(·) returns the hop-count of a path. The rationale
behind Eq. (10) is to assign a larger weight to a flow that has
a larger bandwidth demand and a longer average path length.
Then, Line 6 sorts the flows in F in descending order of their
weights to ensure that the flow with a larger weight will be
handled earlier for saving bandwidth resources.

Next, the for-loop of Lines 7-19 determines the SR-INT
scheme of each flow greedily. Lines 8-9 initialize the variables
for each iteration. In Line 10, we check all the pre-calculated
paths for flow fk to select those that can satisfy the bandwidth
constraints in Eq. (3) and the switch memory constraints in Eq.
(7) and put the paths in set P ′k. The for-loop covering Lines
11-16 finds the path for flow fk, which leads to the smallest
objective, and store it in p. Lines 17-18 route flow fk over p,
and update network status and optimization objective ψ. The
time complexity of Algorithm 1 is O(K · |F | · (|V |3 + |F |)).
Specifically, we first use the Yen’s algorithm to calculate K
shortest paths for each flow in F , which has the complexity
of O(K · |F | · |V |3), then the complexity of sorting flows is
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O(K · |F |2), and finally, the complexity of finding all the
feasible paths for a flow is O(K · |F | · |V |).

Algorithm 1: Greedy-based Heuristic (G-PR)
Input : G(V,E), {Bu,v}, {γv}, and F .
Output: objective ψ, and path set of flows P .

1 ψ = 0, P = ∅;
2 for k ∈ [1, |F |] do
3 calculate K shortest paths for the k-th flow in F ;
4 store the paths in set Pk and get weight ηk of the

flow with Eq. (10);
5 end
6 sort flows in F in descending order of their weights;
7 for k ∈ [1, |F |] do
8 P ′k = ∅, denote the k-th flow as fk;
9 ψk = +∞, p = ∅;

10 find all the paths in Pk that satisfy resource
constraints for carrying fk and store them in P ′k;

11 for each path p′ ∈ P ′k do
12 route fk over path p′ hypothetically to obtain

the new objective ψ′k with Eq. (1);
13 if ψ′k < ψk then
14 ψk = ψ′k, p = p′;
15 end
16 end
17 ψ = ψk;
18 insert p in P for fk and update network status;
19 end
20 return(ψ, P );

V. CG-BASED APPROXIMATION ALGORITHM

Both the MILP and G-PR designed in the previous section
have drawbacks, because the MILP will become intractable
for large-scale problems while G-PR cannot guarantee any
performance gap to the optimal solution. Therefore, in this
section, we leverage CG [47] to develop a time-efficient
approximation algorithm based on the MILP in Section IV-A.

A. Overall Procedure of CG-based Algorithm

In SR-INT orchestration, the essential part is to plan the
routing path of each flow. Hence, if we denote the a feasible
path of a flow as one column c and get the column set Ck for
each flow fk ∈ F , we can leverage CG to optimize the path
selection with columns in iterations to obtain a near-optimal
solution for SR-INT orchestration. We first decompose the
MILP in Section IV-A into a master problem and a pricing
problem. Then, we relax the integer variables in the master
problem to real ones and obtain a restricted master problem
(RMP). Since the optimal solution of RMP might not be that of
the original MILP, we use the pricing problem to determine
whether the objective of RMP can be reduced by selecting
columns from the master problem to add into RMP. If yes,
we add the selected columns in RMP and update the pricing
problem accordingly. These steps are repeated until we cannot
further reduce the objective of RMP. Then, the optimal solution

of RMP becomes the near-optimal solution of the original
MILP, which can ensure a bounded approximation ratio [47].

Algorithm 2 shows the overall procedure of the CG-based
approximation algorithm. Line 1 defines all the parameters for
denoting a column c, which represents a feasible routing path
of one flow. We then decompose the original MILP of SR-INT
orchestration into a master problem and a pricing problem
and formulate an MILP (MILP-MP) and an ILP (ILP-PP)
to represent them, respectively (Lines 2-3). Line 4 leverages
Algorithm 1 to solve the SR-INT orchestration for an initial
solution (i.e., a feasible routing path for each flow in F ). Then,
we initialize the column set Ck for each flow fk with Lines
5-9. Specifically, for fk, we generate a column c based on its
routing path in the initial solution P0 (Line 7), and insert c
into its column set Ck (Line 8). Next, Line 10 constructs RMP,
which is the linear programming (LP) relaxation of MILP-MP,
with the column sets of all the flows in F .

After constructing RMP, we solve the problem of SR-INT
orchestration with the while-loop that covers Lines 11-23.
Line 12 solves RMP to obtain the values of primal and dual
variables, which can be done in polynomial-time [48]. Then,
the for-loop of Lines 13-18 generates a new column for each
flow in F . Specifically, Line 14 updates the ILP-PP of flow fk
based on the solution of RMP, Line 15 solves the ILP-PP to get
its objective φk, Line 16 generates a new column c based the
ILP-PP’s solution, and Line 17 inserts c into the column set of
fk (i.e., Ck). Line 19 updates RMP with the newly-generated
columns. Next, if the minimum objective of all the ILP-PPs is
non-negative, the CG cannot get a better solution with more
iterations (Lines 20-22). Finally, the near-optimal solution of
the original MILP is obtained by building an MILP-MP with
the most updated column set and solve it (Lines 23-24).

B. CG Model

Our CG model uses the following parameters to denote a
column c, which represents a feasible routing path of one flow.
• ρu,vk,c : the boolean that equals 1, if the path in column c

suggests that flow fk uses link (u, v), and 0 otherwise.
1) Master Problem: In the following, we formulate the

MILP model of the master problem (MILP-MP) based on the
solution space defined by the existing column sets ({Ck, ∀k ∈
[1, |F |]}), to optimize the routing paths of all the flows in F .

Variables:
• λk,c: the boolean variable that equals 1 if fk uses the

routing path represented by c ∈ Ck, and 0 otherwise.
• ỹv: the non-negative real variable that denotes the contri-

bution of node v in network monitoring.
• xv, gv, fu,v, ev: the variables whose definitions are the

same as those in Section IV.
Objective:
The objective is similar as that of the original MILP, but

we only consider the existing columns ({Ck, ∀k ∈ [1, |F |]}).

Minimize
α

W
·
|F |∑
k=1

∑
c∈Ck

λk,c ·

 ∑
(u,v)∈E

ρu,vk,c · bk

−β ·∑
v∈V

ỹv. (11)

Constraints:
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Algorithm 2: CG-based Approximation Algorithm

1 define the parameters to denote a column c;
2 formulate MILP-MP for the master problem;
3 formulate ILP-PP for the pricing problem;
4 get an initial solution P0 with Algorithm 1;
5 for k ∈ [1, |F |] do
6 Ck = ∅;
7 generate a column c for flow fk based on P0;
8 insert c into Ck;
9 end

10 build the LP relaxation of MILP-MP with
{Ck, ∀k ∈ [1, |F |]} to obtain RMP;

11 while TRUE do
12 solve RMP to get values of primal/dual variables;
13 for k ∈ [1, |F |] do
14 update the ILP-PP of flow fk according to the

solution of RMP;
15 solve the ILP-PP to get its objective φk;
16 generate a new column c based on the

solution of the ILP-PP;
17 insert c into Ck;
18 end
19 update RMP with {Ck, ∀k ∈ [1, |F |]};
20 if min

k
(φk) ≥ 0 then

21 break;
22 end
23 end
24 use {Ck, ∀k ∈ [1, |F |]} to build an MILP-MP;
25 solve the MILP-MP to obtain a near-optimal solution

to the original MILP;

For the constraints are related to variables {λk,c} and {ỹv},
we define their dual variables in “()”. These dual variables
provide the reduction on the objective in Eq. (11). For those
constraints where the relation of “≤” exists, we add a minus
sign before each of their dual variables. Hence, none of the
dual variables will be negative.∑

c∈Ck

λk,c = 1, ∀k ∈ [1, |F |], (εk). (12)

Eq. (12) ensures that each flow only uses the routing path
defined in one column.

|F |∑
k=1

∑
c∈Ck

λk,c · ρu,vk,c · bk ≤ Bu,v, ∀(u, v) ∈ E, (−ξu,v). (13)

Eq. (13) ensures that the bandwidth used by the flows on a
link does not exceed the link’s bandwidth capacity.



|F |∑
k=1

∑
c∈Ck

λk,c · ρu,vk,c ≥ fu,v, (µu,v),

1

|F | ·
|F |∑
k=1

∑
c∈Ck

λk,c · ρu,vk,c ≤ fu,v, (−νu,v),

∀(u, v) ∈ E.

(14)

Eq. (14) ensures that each variable fu,v has a correct value.
xv ≤

|F | − 1 + nd
v − n

s
v +

∑
u:(v,u)∈E

fv,u −
∑

u:(u,v)∈E

fu,v

|F |
,

xv ≥
nd
v − n

s
v +

∑
u:(v,u)∈E

fv,u −
∑

u:(u,v)∈E

fu,v

|F |
,

∀v ∈ V.

(15)
gv ≤

|F | − 1 + ns
v − n

d
v +

∑
u:(u,v)∈E

fu,v −
∑

u:(v,u)∈E

fv,u

|F |
,

gv ≥
ns
v − n

d
v +

∑
u:(u,v)∈E

fu,v −
∑

u:(v,u)∈E

fv,u

|F |
,

∀v ∈ V.

(16)
Similar as Eqs. (5) and (6), Eqs. (15) and (16) ensure that the
values of xv and gv are set correctly.

ev ≤ γv,

ev ≤
|F |∑
k=1

∑
c∈Ck

∑
u:(v,u)∈E

λk,c · ρv,u
k,c + n

d
v + (1− gv − xv) · |F |, (ξv),

ev ≥
|F |∑
k=1

∑
c∈Ck

∑
u:(v,u)∈E

λk,c · ρv,u
k,c + n

d
v − (1− gv − xv) · |F |, (−ϕv),

ev ≤
∑

u:(v,u)∈E

fv,u + n
d
v + (gv + xv) · |F |,

ev ≥
∑

u:(v,u)∈E

fv,u + n
d
v − (gv + xv) · |F |,

∀v ∈ V.
(17)

Eq. (17) ensures that the number of flow entries installed on
each switch does not exceed its memory capacity.

ỹv ≥ 0,

ỹv ≤ 2 +
|F |
m
· (xv + gv),

ỹv ≤

|F |∑
k=1

∑
c∈Ck

∑
v:(v,u)∈E

[(m · bk + av) · ρv,u
k,c ] · λk,c

m · av

+
dv + nd

v

m
,

(ιv),

ỹv ≥

|F |∑
k=1

∑
c∈Ck

∑
v:(v,u)∈E

[(m · bk + av) · ρv,u
k,c ] · λk,c

m · av

+
dv + nd

v

m
− (2 +

|F |
m

) · (1− xv − gv),

(−κv),

∀v ∈ V.

(18)

Eq. (18) ensures that the contribution of each node to the
network monitoring with SR-INT is determined correctly. As
when building the CG model, we need to calculate the dual
variable of each constraint on variable λk,c in the master
problem, we replace the variable ωv in the original MILP with
its expression based on other variables in Eq. (18).

2) Pricing Problem: In Algorithm 2, by solving the new
ILP-PPs built in each iteration, we check whether the value of
the objective in Eq. (11) can be further reduced. If yes, there
is at least one ILP-PP whose objective value is negative (i.e.,
min
k

(φk) < 0). Then, we can generate |F | new columns based
on the solutions of the ILP-PPs and include them in {Ck,∀k ∈
[1, |F |]}. Otherwise, if the solutions of the ILP-PPs suggest
that the value of the objective in Eq. (11) cannot be reduced
any more, the iterations in the CG should be terminated. Based
on the aforementioned considerations, we formulate the ILP-
PP of each flow in F as follows.
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Variables:
• cku,v: the boolean variable whose definition is the same

as that in Section IV.
The relation between cku,v and ρu,vk,c (i.e., the parameter for

denoting a column c) is

cku,v = ρu,vk,c , ∀k ∈ [1, |F |], (u, v) ∈ E. (19)

Eq. (19) ensure that in each iteration of the CG, the ILP-PP
of a flow only considers one routing path for it.

Objective:
According to the relation between the CG’s primal and dual

problems, the reduction on the objective due to λk,c is

α

W
·

 ∑
(u,v)∈E

bk · ρu,vk,c

− εk +
∑
v∈V

∑
(u,v)∈E

(ϕv − ξv) · ρu,vk,c

+
∑

(u,v)∈E

(
νu,v
|F | − µu,v

)
· ρu,vk,c +

∑
(u,v)∈E

ξu,v · bk · ρu,vk,c

+
β · ρu,vk,c

m · av
·
∑
v∈V

∑
v:(v,u)∈E

(m · bk + av) · (κv − ιv).

(20)

We then substitute Eq. (19) into Eq. (20) and get the objective
of the pricing problem (ILP-PP) as

Minimize φk =
∑

(u,v)∈E

(
α · bk
W

+ ζu,v + πv + υv + χu,v

)
cku,v−εk,

(21)
where we introduce the following notations to simplify it,

ζu,v =
νu,v
|F | − µu,v,

πv = ϕv − ξv,

υv =
β · (m · bk + av) · (κv − ιv)

m · av
.

χu,v = ξu,v · bk.

(22)

Constraints:
The ILP-PP reuses the constraints defined in Eqs. (2), (4)

and (7) in Section IV.
Finally, by observing the formulation of the ILP-PP, we

can see that it is equivalent to finding the least-weighted path
for one flow in a network whose links have preset positive
weights. This problem can solved exactly with the well-known
Dijkstra algorithm (i.e., a linear time algorithm). Therefore, in
Line 15 of Algorithm 2, we can use the Dijkstra algorithm to
solve the optimization described by ILP-PP time-efficiently.

C. Theoretical Analysis of CG-based Algorithm

For the master problem (MP), we generate a restricted
master problem (RMP) based on it and evaluate the reduced
costs only by implicit enumeration. Hence, as long as the
set {Ck,∀k ∈ [1, |F |]} is finite, our CG-based algorithm is
accurate [47]. Since for each flow fk ∈ F , the number of its
feasible paths in the PDP network G(V,E) is finite, we can
prove that the set {Ck,∀k ∈ [1, |F |]} is finite too. To this end,
our CG-based algorithm will use a finite number of iterations
to solve the RMP, which verifies its convergence.

In our CG-based algorithm (Algorithm 2), Lines 4-9 are for
obtaining an initial feasible solution, which can be completed

in polynomial time. Line 10 builds the LP relaxation of MILP-
MP, and it can also be accomplished in polynomial time
[48]. As for Lines 11-23, the major contributor to the time
complexity is solving the ILP-PP, but as we use the Dijkstra
algorithm for it, the ILP-PP can be solved with a complexity of
O(V 2). Hence, Lines 11-23 run in polynomial time too. Lines
24-25 need to solve the MILP-MP, which is the only part in
Algorithm 2 that might not be completed in polynomial time.
But compared to the original MILP in Section IV-A, the MILP-
MP has fewer variables and constraints, and thus it takes less
time to solve. Specifically, the MILP-MP reduces the numbers
of variables and constraints by (|V |+ |F | · (|V |2− |Ck|)) and
((|V |−1)·|F |+2·|V |2+|V |), respectively. On the other hand,
the optimization in the MILP-MP can also be solved by the
G-PR algorithm, i.e., inputting the column set Ck of each flow
fk in the MILP-MP in Algorithm 1. This can make Algorithm
2 more time-efficient but also degrade its performance.

We define the solution of the LP relaxation in Algorithm 2
and the final integer solution as zLP and z, respectively.

Theorem 2: Algorithm 2 is an approximation algorithm for
the SR-INT orchestration problem defined in Section IV-A,
and the upper bound on its relative error is z−zLP

zLP
.

Proof: We assume that the exact solution of the MILP
in Section IV-A is z∗. Since the original problem is for
minimization, the solution obtained by the MILP-MP after LP
relaxation (i.e., zLP) is the lower bound of the original prob-
lem’s solution (i.e., z∗). Meanwhile, as Algorithm 2 obtains a
feasible solution to the original problem, z provides an upper-
bound on z∗. Therefore, the upper bound on the relative error
of Algorithm 2 can be computed as

η =
z − z∗

z∗
≤ z − zLP

zLP
, (23)

which proves the approximation of Algorithm 2.

VI. PERFORMANCE EVALUATIONS

In this section, we discuss the numerical simulations for
evaluating the performance of our proposals.

A. Simulation Setup

We use two topologies for the simulations, which are the
14-node NSFNET topology [49, 50] and a random topology
(RT-50) that is generated with the GT-ITM tool [51, 52] and
consists of 50 nodes and 100 links. In each topology, we
assume that the bandwidth capacity on each link (u, v) is
evenly distributed as Bu,v ∈ [2, 3] Gbps and the switch on
each node v can allocate γv ∈ [10, 15] flow entries to SR-
INT. Note that, the resource capacities mentioned above are
just for the service flows on which will be implemented SR-
INT, while the PDP network can have much more resources for
other network services. Also, we assign a relatively small value
to the memory capacity of each switch (γv) for highlighting
the benefit brought by the flow converging in SR-INT.

The source and destination of each flow fk ∈ F are random-
ly selected from V , while its bandwidth demand follows the
distribution of practical cases [53]. Specifically, we select the
bandwidth demands from three ranges: [0, 10], [10, 100], and
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[100, 1000] Mbps, and make sure that the ratios of the flows
in F using the ranges are 50%, 30%, and 20%, respectively.
As for the coefficients α and β in the optimization objective
in Eq. (1), we assume that they satisfy α+β = 1, and will run
simulations with different settings of α and β to study their
effects on the performance of SR-INT orchestration.

The simulations consider the MILP formulated in Section
IV-A, G-PR, and our CG-based approximation algorithm
(CG). In addition to the algorithms that are designed in this
work, we also adopt two benchmarks from the literature: the
K-MILP in [29] and INTO-CH in [33]. In the simulations,
we solve the MILPs and the CG with Gurobi toolbox [54],
and implement the other algorithms with C++. The simulation
environment is a computer with 2.10 GHz Intel Xeon Silver
4110 CPU and 64 GB memory. To ensure enough statistical
accuracy, we make the simulations average the results from 5
and 10 independent runs [55, 56] to get each data point for the
scenarios with NSFNET and RT-50 topologies, respectively.

B. Simulations with NSFNET

We first consider the NSFNET topology and have α � β
to make minimizing the total bandwidth usage of flows in
F as the primary objective. Fig. 2 shows the performance
comparisons of the algorithms, where CG-LP stands for the
result obtained by solving the RMP (i.e., the lower-bound
of the exact solution). In Fig. 2(a), we can see that when
the number of flows is 4, MILP, CG and G-PR have similar
performance. But when the number of flows increases, CG can
still approximate the optimal result provided by the MILP,
while G-PR cannot follow the trend of MILP as CG does.
Meanwhile, we can also see that the gap between CG and CG-
LP is always larger than that between CG and MILP, which
verifies CG’s relative error derived in Eq. (23). Therefore, for
the large-scale SR-INT orchestration problems that MILP has
become intractable, we can use the result from CG-LP as a
reasonably good baseline to approximate the exact solution.

When comparing the results of MILP with those of CG and
G-PR in Figs. 2(b), 2(d) and 2(e), we find that MILP consumes
less bandwidth and similar flow entries but uses a shorter
average path length. Meanwhile, it can be seen that compared
with K-MILP, the three algorithms from this work (i.e., MILP,
CG and G-PR) use less network resources. Specifically, related
to K-MILP, our algorithms reduce the bandwidth usage, the
number of flow entries, and the average path length by 16%,
14%, and 18% on average, respectively. In Fig. 2(c), we can
see that as the number of flows increases, the monitoring
coverage of SR-INT also increases, and MILP can monitor
more nodes than CG and G-PR.

Fig. 2(f) compares the average number of monitored links
from G-PR and INTO-CH. The reason why we choose these
two algorithms is because INTO-CH needs to have the routing
paths of flows predetermined and we let INTO-CH use the
routing paths obtained by G-PR. Since we have α � β (i.e.,
the primary objective is to minimize the total bandwidth usage
of flows in F ), G-PR performs slightly worse than INTO-
CH in Fig. 2(f). But as the number of flows increases, the
performance gap between G-PR and INTO-CH decreases.

Next, we have β � α to change the primary objective as
maximizing the total contribution of nodes being monitored.
Fig. 3 shows the simulation results, which in general illustrate
similar trends as those in Fig. 2, i.e., MILP performs the best
and CG can approximate the results from MILP well. When
comparing the results in Figs. 2(c) and 3(c), we can see that
when the value of β is relatively large, our three algorithms
tend to monitor more nodes and can cover almost all the
nodes with only a small number of flows in F . However, as
the primary objective is to maximize the total contribution
of nodes being monitored, our algorithms use more network
resources than K-MILP in Figs. 3(b), 3(d) and 3(e). In Fig.
3(f), G-PR still monitors less links than INTO-CH, but the gap
between them is much smaller than that in Fig. 2(f).

The results in Figs. 2 and 3 indicate that the settings of α
and β can affect the performance gaps between our proposals
and the benchmarks (i.e., K-MILP and INTO-CH). When α
dominates, our proposals treat minimizing the total bandwidth
usage of flows in F as the primary objective. Hence, they can
provide shorter average path lengths per flow and consume
smaller numbers of flow entries per switch than K-MILP in
Figs. 2(d) and 2(e), respectively. However, the shorter average
path lengths per flow achieved by our proposals also led to
smaller number of monitored links than INTO-CH in Fig. 2(f).
On the other hand, when we use a large β to make maximizing
the total contribution of nodes being monitored as the primary
objective, our proposals try to cover more “critical” nodes with
path planning. Therefore, they provide longer average path
lengths per flow and consume larger numbers of flow entries
per switch than K-MILP in Figs. 3(d) and 3(e), respectively.
Meanwhile, the gaps on number of monitored links between
G-PR and INTO-CH in Fig. 3(f) also becomes smaller.

To investigate more on the effect of the ratio between
α and β on the performance of SR-INT orchestration, we
fix the number of flows as |F | = 8 and select α

β from
{ 1
125 ,

1
25 ,

1
5 , 1, 5, 25, 125}. Fig. 4 shows the simulation results.

It can be seen that the objective values from our three algo-
rithms increase with α

β and the gaps between them decrease
with α

β . In Fig. 4(b), all the algorithms use less bandwidth
when α

β is larger and there is a rapid decrease when the ratio
increases from 1 to 5. Also, it is interesting to observe that
when α is relatively small, MILP uses the most bandwidth
resources, but when α increases, MILP eventually uses the
least bandwidth resources. This clearly shows the effect of α
and β on balancing the two objectives in Eq. (1). The similar
effect can also be seen in Figs. 4(c) and 4(d).

The running time of the algorithms is listed in Table I. MILP
and K-MILP take relatively long time to run, followed by CG,
the running time of G-PR and INTO-CH is the shortest.

C. Simulations with RT-50

For the simulations with the RT-50 topology, we do not
consider MILP and K-MILP for their high time complexity.
Meanwhile, to adapt the larger number of flows in RT-50, we
increase the number of flow entries per switch as γv ∈ [15, 20].

We still consider the cases of α � β first, and show
the simulation results in Fig. 5. In Fig. 5(a), CG always
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Fig. 2. Results of simulations with NSFNET topology (α� β).
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Fig. 3. Results of simulations with NSFNET topology (α� β).
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Fig. 4. Results of simulations with NSFNET topology (various ratios between α and β).
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Fig. 5. Results of simulations with RT-50 topology (α� β).
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Fig. 6. Results of simulations with RT-50 topology (α� β).
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Fig. 7. Results of simulations with RT-50 topology (various ratios between α and β).
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TABLE I
AVERAGE RUNNING TIME WITH NSFNET TOPOLOGY (SECONDS)

|F | 4 8 12 16 20 24

MILP 86.24 192.82 450.45 992.25 2213.67 4535.29

G-PR 0.06 0.08 0.09 0.10 0.11 0.12

CG 0.82 1.14 1.91 2.82 3.55 4.32

K-MILP 12.42 20.23 32.34 46.72 76.43 124.86

INTO-CH 0.02 0.03 0.03 0.04 0.05 0.06

outperforms G-PR but takes longer running time as indicated
in Table II. CG consumes less bandwidth in Fig. 5(b), covers
more nodes in Fig. 5(c), use a shorter average path length
in Fig. 5(d), and occupies less flow entries in Fig. 5(e).
Meanwhile, it is interesting to notice that in Fig. 5(d), the
average path length of G-PR reaches the longest when we have
|F | = 60, but as the number of flows continues to grow, the
average path length begins to decrease. This is because when
the number of flows is relatively small, G-PR makes flows with
smaller bandwidth go through longer paths to monitor more
nodes without significantly increasing the overall bandwidth
usage. However, when there are many flows in F , G-PR does
not need to make more flows go through long paths, because
most of the nodes in the PDP network have already been
monitored. This analysis can be verified by checking Fig. 5(c),
where both CG and G-PR can monitor all the nodes when we
have |F | = 120. In Fig. 5(f), the results of G-PR and INTO-
CH show similar trends as those in Fig. 2(f).

Next, we have β � α and the performance of CG, G-PR
and INTO-CH is shown in Fig. 6. By comparing Figs. 5(c) and
6(c), we can see that the numbers of nodes monitored by both
algorithms increase when the value of β increases. When the
number of flows reaches 60, CG can monitor all the nodes, but
G-PR cannot achieve this before there are 100 flows. In Fig.
6(d), both CG and G-PR use longer average paths than they do
in Fig. 5(d), respectively. Fig. 6(f) shows that G-PR provides
almost the same network monitoring capability as INTO-CH,
and when |F | increases, the number of links monitored by G-
PR and INTO-CH increases simultaneously. Fig. 7 show the
cases in which we fix |F | as 40 and change α

β . The results
show similar trends as those in Fig. 4.

TABLE II
AVERAGE RUNNING TIME WITH RT-50 TOPOLOGY (SECONDS)

|F | 20 40 60 80 100 120 140

G-PR 0.21 0.28 0.38 0.50 0.61 0.76 0.93

CG 7.23 15.91 25.77 39.14 52.75 71.14 86.26

INTO-CH 0.13 0.14 0.16 0.17 0.19 0.20 0.21

VII. CONCLUSION

In this work, we studied the problem of SR-INT orchestra-
tion, which tries to balance the tradeoff between bandwidth
usage and coverage of network monitoring by planning the
routing paths of flows and partition the paths for SR. We first
formulated an MILP to model the problem and solve it exactly.
Then, in order to reduce the time complexity of problem

solving, we designed both a greedy algorithm based on path
ranking and a CG-based approximation algorithm. Simulation
results showed that our algorithms outperformed existing SR-
based algorithm when the primary objective is to minimize
bandwidth usage, and provided similar network monitoring
coverage as the existing algorithm for INT orchestration.
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