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Abstract—Recently, to cope with the ever-growing traffic vol-
umes and network services in the Internet, the coherent point-
to-multipoint transceivers (P2MP-TRXs) enabled by digital sub-
carrier modulation (DSCM) technique have been developed and
viewed as a promising replacement of conventional point-to-point
transceivers (P2P-TRXs), especially for the metro-aggregation
networks with hub-and-spoke traffic patterns. Nevertheless, the
network planning of wavelength switched optical networks (W-
SONs) with P2MP-TRXs can be rather complex, as additional
correlated constraints are introduced to model the routing and
spectrum assignment (RSA), and thus the problem cannot be
solved with existing algorithms in the literature. In this paper, we
study the network planning of WSONs with P2MP-TRXs, which
not only includes the aforementioned subproblem of correlated
RSA, but also the placement of P2MP-TRXs in hub-leaf-based
groups and the corresponding subcarrier (SC) assignments. We
first formulate an integer linear programming (ILP) model
to formally describe and exactly solve the network planning
problem. Then, two polynomial-time heuristics, based on layered
auxiliary graph (LAG) and conflict graph (CG), respectively, are
proposed to find near-optimal solutions. Finally, we perform ex-
tensive simulations to evaluate the proposed algorithms, and the
simulation results confirm their performance and effectiveness.

Index Terms—Wavelength switched optical networks, Point-
to-multipoint transceivers, Routing and spectrum assignment,
Layered auxiliary graph, Spectrum fragmentation.

I. INTRODUCTION

OVER the past decade, communication service providers
(CSPs) have been facing the pressure to increase network

capacity, improve network flexibility, and reduce network cost
consistently, to adapt to the exponential growth of services
and traffic volume in the Internet [1, 2]. Hence, fiber-optic
networks, which are the only feasible underlying infrastructure
of metro and core networks, have undergone dramatic changes
for better adaptivity and higher cost-efficiency [3]. One notable
example is the development of flexible-grid elastic optical
networking (EON) [4–6], which has significantly improved the
agility of the optical layer and made the data transmissions in it
much more spectrum-efficient and cost-effective. However, as
network services and traffic volume are expected to continue
growing in the future [7–10], CSPs have to search for new
optical networking technologies continuously, especially for
reducing the cost per bit (CpB) of their networks [11].

While state-of-art coherent point-to-point transceivers (P2P-
TRXs) continue to hold down the CpB of serving bandwidth-
intensive unicast flows in core networks, deploying these P2P-
TRXs in metro-aggregation networks could be less desirable
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Fig. 1. Three network architectures to support H&S traffic in WSON.

for a few reasons [12]. Most importantly, the traffic demands in
metro-aggregation networks exhibit a distinct pattern of hub-
and-spoke (H&S), where a hub node needs to communicate
with multiple leaf nodes simultaneously. Also, the capacities
of these networks need to be overprovisioned to maintain low
capital expenditures (CAPEX) while coping with both long-
term growth and short-term fluctuations of traffic [13]. To
adapt to such pattern, CSPs can deploy a large number of P2P-
TRXs in pairs at hub and leaf nodes (as shown in Fig. 1(a))
[14]. Nevertheless, this not only entails sub-optimal utilization
of capacities but also complicates network architecture and
operation, which hinders further optimization of CAPEX and
operating expenses (OPEX) and makes it unsustainable [15].

On the other hand, recent advances on point-to-multipoint
transceivers (P2MP-TRXs) have provided a promising alterna-
tive to handle the H&S traffic more cost-efficiently [15, 16].
Enabled by digital subcarrier modulation (DSCM), a P2MP-
TRX provides a finer spectrum assignment granularity by gen-
erating a set of low-speed Nyquist sub-carriers (SCs) to fulfill
the bandwidth of a wavelength channel, and can maintain its
complexity and cost similar to those of a conventional P2P-
TRX operating at the same maximum line-rate [12].
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Despite their advantages, the planning of optical networks
with P2MP-TRXs has just started to attract research interests
[17–20]. However, existing studies on this topic all assumed a
filterless optical network (FON) architecture [21], where a hub
node talks with its leaf nodes with the “broadcast-and-select”
scheme. While the structural compatibility of P2MP-TRXs and
FON is good [18] and their symbiosis can indeed achieve
appealing cost-effectiveness [19], the drawbacks of only con-
sidering P2MP-TRXs in FONs are also obvious. First, to avoid
laser-loops, the filterless broadcast-and-select scheme can only
be used in loopless fiber trees [22]. This, however, applies
additional topology restrictions on the planned networks, i.e.,
a planned network either can only use a tree-type topology [18,
20] or has to divide its physical topology into fiber trees [17,
19], which results in poor network reconfigurability. Second,
an FON broadcasts the whole output of the P2MP-TRX at
a hub node to all the nodes in its fiber tree. This leads to
two levels of spectrum waste: 1) certain nodes on the fiber
tree might not be leaf nodes of the hub node, and thus the
spectra used on the fiber links to them are wasted, and 2) even
for a leaf node, it does not need to receive the whole output
of the P2MP-TRX as certain SCs might not be destined to
it. Therefore, it is relevant to study how to plan wavelength
switched optical networks (WSONs) with P2MP-TRXs, for
better scalability, reconfigurability, and spectrum-efficiency.

Nevertheless, although the optical filtering techniques that
can facilitate SC-level sub-wavelength switching have already
been validated decades ago (e.g., those based on fiber Bragg
gratings (FBGs) [23, 24]) and P2MP-TRXs are backward
compatible to fixed-/flexible-grid optical networks [25, 26],
the network planning of WSONs with DSCM-based P2MP-
TRXs, to the best of our knowledge, has not been studied
in the literature yet. Specifically, such network planning starts
with a physical topology to determine the allocation of P2MP-
TRXs, assignment of SCs to P2MP-TRXs, and routing and
spectrum assignment (RSA), for satisfying traffic demands.
Due to the fundamental differences between FON and WSON,
the existing approaches for planning P2MP-TRX-based FONs
cannot be leveraged to solve this problem. For instance, due
to the broadcast-and-select scheme, the RSA in P2MP-TRX-
based FONs is simple or even trivial, but that in P2MP-TRX-
based WSONs is rather complex, or even more complex than
the conventional RSA in EONs, as we will explain below.

Fig. 1(a) gives an example to explain the RSA for planning
lightpaths to carry H&S traffic in a WSON based on P2P-
TRXs, which is actually similar to the basic case of RSA in
EONs and can be solved with numerous existing algorithms.
Note that, although all the lightpaths are from a same hub
node, their RSA schemes are actually independent as long
as the spectrum continuity, contiguity, and non-overlapping
constraints [27] are satisfied by each of them. The example
in Fig. 1(b) shows how to leverage all-optical multicast to
carry H&S traffic in a P2MP-TRX-based WSON, where the
basic idea is still “broadcast-and-select”. Specifically, we first
calculate a light-tree in the WSON, which covers the hub
node and all of its leaf nodes, and then allocate sufficient
spectrum on each link in the light-tree to accommodate the
whole output of the P2MP-TRX at the hub node. The planning

of the architecture in Fig. 1(b) can also be solved with the
existing algorithms for multicast-capable RSA [28]. However,
there is still spectrum waste on each light-tree, due to the lack
of optical filtering on its branches. Note that, the common
wavelength-selective switches (WSS’) in a WSON cannot sup-
port all-optical multicast [29], while multicast-capable WSS’
are usually much more complex and expensive [30].

In this work, we consider the architecture in Fig. 1(c) to
plan P2MP-TRX-based WSONs. Specifically, each hub node
and all of its leaf nodes are still covered by a light-tree, but
the spectrum assignment on each branch of the light-tree is
tailored to only deliver the required SCs of the leaf node that
terminates the branch. Note that, as the SCs on all the branches
are from the same P2MP-TRX, their spectrum usages are
tightly correlated. In other words, the spectrum assignments
on branches of the light-tree can only vary in a fixed spectral
range. For instance, if we assume that a 400-Gbps P2MP-TRX
uses the DSCM scheme with 16 SCs, each of which occupies 4
GHz1 to achieve a capacity of 25 Gbps with dual-polarization
and 16 quadrature amplitude modulation (DP-16QAM) [12],
all the SCs from it have to be closely packed within 64 GHz.
Obviously, such a correlated RSA for light-trees is much more
complex than the RSA for the architectures in Figs. 1(a) and
1(b). To the best of our knowledge, the correlated RSA cannot
be solved with any of the existing algorithms in the literature.

In this paper, we study the aforementioned network planning
problem, which not only addresses the challenging subproblem
of correlated RSA but also determines the allocation of P2MP-
TRXs and assignment of SCs to P2MP-TRXs, such that the
CAPEX of the planned P2MP-TRX-based WSON can be min-
imized. The usage of fiber links and the deployment of optical
switches are also taken into consideration to further suppress
expenditure waste due to overdesign. We first formulate an
integer linear programming (ILP) model to formally describe
the problem and solve it exactly. Then, to speed up the network
planning, we propose two effective polynomial-time heuristics
based on layered auxiliary graph (LAG) and conflict graph
(CG), respectively, both of which can solve the correlated
RSA for light-trees without introducing excessive spectrum
fragmentation. Extensive simulations are carried out with three
different topologies to evaluate our proposals in detail, and the
simulation results confirm their performance and effectiveness.

The rest of this paper is organized as follows. Section II
presents a brief review of the related works. In Section III, we
describe the network model of P2MP-TRX-based WSONs and
the network planning based on it. The ILP is formulated in
Section IV, while the heuristics are designed in Section V. We
discuss the simulations for performance evaluations in Section
VI. Finally, Section VII summarizes the paper.

II. RELATED WORK

DSCM has been regarded as a key technique to improve the
agility of optical communications [31]. Specifically, DSCM
uses Nyquist shaping to generate a set of closely packed,

1The bandwidth of 4 GHz for each SC is estimated after considering the
real-world overheads such as forward error correction (FEC) overhead, signal
roll-off factor, and spectrum guard-bands between SCs [25].
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low-speed SCs (e.g., at 4 GHz [12]) with a single laser, and
thus the physical-layer impairments caused by fiber dispersion
and nonlinearity can be effectively mitigated [32]. Hence,
it enables longer-reach transmission with spectrally more
efficient modulation formats [31], and can achieve notable
energy-saving through autonomous SC configurations [25].
With DSCM-based P2MP-TRXs, the SCs generated by a hub
node can be independently managed and destined to each of
its leaf nodes, potentially providing the SC-level spectrum
allocation granularity at a few GHz [20] (i.e., even finer than
that achieved by bandwidth-variable transponders in EONs).

The performance of P2MP-TRXs has been evaluated in both
lab environments [33] and field trials [34], while the techno-
economic comparisons of P2MP-TRXs and P2P-TRXs have
been conducted in [15, 16]. Based on the FON architecture
[22], there have been a few studies on the network planning
and provisioning with P2MP-TRXs [17–20, 35]. The study
in [18] tried to plan P2MP-TRX-based FONs with horseshoe
topologies, but its optimization model did not address SC
and spectrum assignments. The authors of [20] studied the
survivable planning of FONs with P2MP-TRXs, by extending
their seminar work in [17]. Specifically, they formulated an
ILP model to set up spectrally-disjoint fiber-trees for link
protection and leveraged sparse placement of red and blue
filters to avoid laser-loops. As for multi-layer planning, Pavon-
Marino et al. [19] investigated how to deploy P2MP-TRXs
in fault-tolerant ring FONs under various traffic distributions,
where a mixed ILP (MILP) model was formulated to overcome
the sub-optimality of their previous proposal [35], and they
also used wavelength blockers to avoid laser-loops.

However, none of the aforementioned studies on network
planning has considered P2MP-TRX-based WSONs. As we
have explained before, FON has drawbacks like spectrum
waste and poor network reconfigurability [22]. Spectrum waste
might not be welcome in the spectrum-starved regions where
the cost of deploying new fibers is prohibitively high [36],
and poor network reconfigurability makes it impractical to
dynamically reconfigure the fiber-trees in an FON for adapting
to dynamic traffic demands, because the reconfiguration needs
to modify the fiber interconnections within FON nodes [22].

WSON can address the issues with FON by using wave-
length or sub-wavelength switching, and thus P2MP-TRX-
based WSONs can potentially achieve better scalability, re-
configurability, and spectrum-efficiency. Specifically, the two
commonly-used optical switch architectures, which are route-
and-select and broadcast-and-select [37], can be leveraged
to realize SC-level sub-wavelength switching. As for the
optical filtering elements in these switches, the SC-level sub-
wavelength switching capability of FBG-based filters has been
validated decades ago [23, 24], while the recent advances on
liquid-crystal-on-silicon-based WSS’ have also led to the com-
mercial products that can facilitate SC-level sub-wavelength
optical switching [38]. Note that, the optical switches based
on broadcast-and-select may be more preferable for the de-
ployment of P2MP-TRXs, thanks to its inherent capability to
support all-optical multicast [29, 30], and thus the potential
use cases of P2MP-TRXs in metro and core networks have
just started to gain attentions [39, 40]. Hence, it is realistic

and relevant to study the network planning of P2MP-TRX-
based WSONs. Nevertheless, to the best of our knowledge,
this problem has not been addressed in the literature yet.

III. PROBLEM DESCRIPTION

In this section, we define the network model of P2MP-TRX-
based WSONs and describe the network planning based on it.

We denote the physical topology as a graph G (V,E), where
V and E are the sets of nodes and fiber links, respectively. For
each node v ∈ V , an optical switch can be deployed to realize
sub-wavelength switching with the granularity of a frequency
slot (FS), each of which has a bandwidth of 12.5 GHz, same
as the common case in EONs [4] for backward compatibil-
ity.Meanwhile, to satisfy the pending traffic demands, each
node v can be either a hub node, a leaf node, or both. We use
Oh and Ol to respectively denote the sets of the types (in terms
of capacities) of hub and leaf P2MP-TRXs. According to [12],
Oh and Ol should partially intersect (i.e., Oh∩Ol 6= ∅), since
certain P2MP-TRXs can be used on both hub and leaf nodes.

As we consider static network planning, we need to deter-
mine the placement of P2MP-TRXs on each node v ∈ V ,
and solve the correlated RSA for setting up lightpaths to
interconnect the deployed P2MP-TRXs, such that all the
pending traffic demands can be satisfied. Meanwhile, the usage
of optical switches and fiber links should also be determined to
avoid unnecessary expenditure. We model the pending traffic
demands as a matrix D = [Du,v]|V |×|V |, where each element
Du,v denotes the amount of traffic demand from u to v
(u, v ∈ V ), in terms of the number of SCs when each SC
provides the lowest feasible capacity [20]. For convenience,
we treat a hub P2MP-TRX and all of its leaf P2MP-TRXs
as a group. Then, based on the traffic demands in D, we can
determine the capacities of the P2MP-TRXs in a group with an
leader-follower approach. Specifically, the capacity of the hub
P2MP-TRX is first selected (the leader) and then the capacity
of each leaf P2MP-TRX is chosen accordingly (the follower).
In order to clearly describe the relations among P2MP-TRXs
hereinafter, we introduce the following definition.

Definition 1: We say a P2MP-TRX m depends on another
P2MP-TRX n, if n and m are in the same group and n is
designated as the hub P2MP-TRX of the group.

Each hub P2MP-TRX divides its capacity to assign to the
P2MP-TRXs depending on it, in terms of non-overlapping SC-
s. The symbol rate Bs of each SC is fixed and predetermined
by the hardware implementation of P2MP-TRXs. But as the
SCs from a hub P2MP-TRX can actually be managed inde-
pendently and thus assigned with different modulation formats
[12], we let the hub P2MP-TRX choose the modulation format
of the SCs assigned to each leaf P2MP-TRX based on the
length of the lightpath between the hub-leaf pair [15]. Besides,
although the duplex communications between a hub-leaf pair
can be routed independently, for simplicity we assume that
they are routed over the same path in both directions [25].

When assigning the SCs of a hub P2MP-TRX to its leaf
P2MP-TRXs, we need to satisfy the SC contiguity constraint,
i.e., the SCs allocated to each leaf P2MP-TRX have to be
contiguous in the spectrum domain. In this work, we assume
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Fig. 2. Example on spectrum saving and reuse in P2MP-TRX-based WSONs.

that the bandwidth of each SC is 4 GHz. The spectra on each
fiber link of a WSON are allocated to lightpaths in terms of
FS’, each of which can only be allocated to one group at most.

As explained in Fig. 1(c), a P2MP-TRX-based WSON can
use optical filtering to ensure that each leaf P2MP-TRX only
receives the SCs that are destined to it. Hence, unnecessary
spectrum waste is avoided, which can be seen in the illustrative
example in Fig. 2, where Nodes 2 and 3 are equipped with
optical switches. Here, Gn denotes the n-th group, Gn-Hub is
the hub P2MP-TRX of the n-th group, and Gn-Lm represents
the m-th leaf P2MP-TRX in the n-th group. As shown in Fig.
2, after the SCs assigned to G1-L1 arriving and being received
at Node 2, the WSON filters out the FS’ accommodating these
SCs. Here, only FS’ that are no longer occupied by any active
SCs can be released, and there are cases that SCs are already
received but not completely filtered out in the subsequent links,
e.g., the ones in Links 4-5 and 4-6. The released FS’ can then
be efficiently reused by the P2MP-TRX group G2, with their
leftmost FS serving as guard-band between G1 and G2.

IV. ILP FORMULATION

In this section, we formulate an ILP model for the network
planning of a P2MP-TRX-based WSON and solve it exactly.
Specifically, the ILP takes the physical topology, traffic matrix,
and information about P2MP-TRXs as inputs, and aims to
minimize the CAPEX of the planned WSON, including the
costs of P2MP-TRXs and optical switches deployed on nodes,
as well as those of the used fiber links and spectra usage.
Tables I and II list the notations of the parameters and decision
varables used in the ILP model, respectively.

Objective:
The objective is set as to minimize the normalized CAPEX

of the planned WSON for provisioning all the demands in D:

Minimize γ1 ·
CT
ĈT

+ γ2 ·
CF
ĈF

+ γ3 ·
CX
ĈX

+ γ4 ·
fM

f̂M
, (1)

where CT is the total cost of the deployed P2MP-TRXs as

CT =
∑
u∈V

∑
n∈[1,Nt]

∑
o∈Oh∪Ol

tou,n · CT
o , (2)

CF is the total cost introduced by fiber link usage as

CF =
∑
e∈E

CFe · wFe , (3)

CX is the total deployment cost of optical switches as

CX =
∑
u∈V

CX · wX
u (4)

TABLE I
NOTATIONS OF PARAMETERS

G (V,E) the physical topology of the WSON.
Bf/Bs the bandwidth per FS/SC at GHz.
Nf the maximum number of FS’ that each fiber link e ∈ E

can accommodate.
Nt the maximum number of P2MP-TRXs that can be placed

on each node v ∈ V .
Ng the number of guard-band FS’ between lightpaths.

Oh/Ol the set of capacity types of hub/leaf P2MP-TRXs.
CT

o the investment cost of a type-o P2MP-TRX.
CF

e the cost introduced by the usage of a fiber link e.
CX the cost of deploying an optical switch.
So the maximum number of SCs that a type-o P2MP-TRX

can provide/utilize in total.
Fo the maximum number of FS’ that a type-o P2MP-TRX

can occupy in total.
PV
u,v the set of candidate paths between nodes u and v.
PE
e the set of candidate paths that use link e.
Mp the spectral efficiency of the highest feasible modulation

format for path p, as a multiple of the bit-rate of the
lowest available modulation format of P2MP-TRXs.

Du,v the traffic demand from u to v, as a multiple of the
lowest feasible rate that can be provided by an SC.

Du the boolean indicator that equals 1 if there are any traffic
demand(s) from/to node u, and 0 otherwise.

Qs/Ql a sufficiently small/large positive real number.

and γ1, γ2, γ3 and γ4 are the adjustable weights for balancing
the respective importance of the cost components. Here, fM
denotes the spectrum usage of the planned WSON2. ĈT , ĈF ,
ĈX and f̂M are the pre-calculated worst-case values for the
costs, respectively, which are introduced for normalization.

Constraints:
1) Hub-Leaf P2MP-TRX Dependency Constraints:∑

o∈Oh∪Ol

tou,n ≤ 1, ∀u ∈ V, n ∈ [1, Nt]. (5)

Eq. (5) ensures that each deployed P2MP-TRX is of one type.∑
o∈Oh∪Ol

tou,n+1 ≤
∑

o∈Oh∪Ol

tou,n, ∀u ∈ V, n ∈ [1, Nt − 1] . (6)

Eq. (6) ensures that a higher-indexed P2MP-TRX on each node
will not be activated before any lower-indexed ones.

∑
u∈V

Nt∑
n=1

∑
p∈PV

u,v

hu,n
v,m,p ≤ 1, ∀v ∈ V, m ∈ [1, Nt] . (7)

2Similar to famous studies on EON planning in [27, 41], we use the MIFS
of the planned WSON to represent the overall spectrum usage, because the
WSON generally needs to allocate FS’ on all of its fiber links according to
the MIFS to ensure network connectivity [27].
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TABLE II
NOTATIONS OF VARIABLES

fM the maximum index of used FS’ (MIFS).
tou,n the boolean variable that equals 1 if the n-th P2MP-

TRX deployed on node u is of type-o, and 0 otherwise.
hu,nv,m,p the boolean variable that equals 1 if the m-th P2MP-

TRX on v depends on the n-th P2MP-TRX on u and
p is the route path between them, and 0 otherwise.

qu,n,e the boolean variable that equals 1 if the path for the
n-th P2MP-TRX on u uses link e, and 0 otherwise.

ru,nv,m,e the boolean variable that equals 1 if the paths for the n-th
P2MP-TRX on u and the m-th P2MP-TRX on v share a
fiber link e, and 0 otherwise.

ru,nv,m the boolean variable that equals 1 if the paths for the n-th
P2MP-TRX on u and the m-th P2MP-TRX on v share
any fiber link, and 0 otherwise.

bu the boolean variable that equals 1 if there are any light-
path(s) passing node u, and 0 otherwise.

wF
e the boolean variable that equals 1 if a fiber link e is used

by any deployed P2MP-TRX, and 0 otherwise.
wX

u the boolean variable that equals 1 if node u is deployed
with an optical switch, and 0 otherwise.

sv,m,p the number of SCs allocated to the m-th P2MP-TRX on
node v, for its lightpath along path p.

au,nv,m the boolean variable that equals 1 if the FS’ used by the
n-th P2MP-TRX on node u are lower than those used
by the m-th P2MP-TRX on node v, and 0 otherwise.

zu,nv,m/z
∗u,n
v,m the start/end index of the SCs that the n-th P2MP-TRX

on u allocates to the m-th P2MP-TRX on v.
fu,n/f∗u,n the start/end index of the FS’ allocated to the n-th P2MP-

TRX on node u.
gv1,m1
v2,m2

the boolean variable that equals 1 if the m1-th P2MP-
TRX on v1 and the m2-th P2MP-TRX on v2 both depend
on a same P2MP-TRX, and 0 otherwise.

fu,nv,m the integer variable that equals fu,n if the m-th P2MP-
TRX on node v depends on the n-th P2MP-TRX on node
u, and 0 otherwise.

Eq. (7) ensures that each P2MP-TRX depends on at most one
P2MP-TRX (i.e., a hub P2MP-TRX does not depends on any).∑

o∈Oh

tou,n +
∑
o∈Ol

tov,m ≥ 2 ·
∑

p∈PV
u,v

hu,n
v,m,p,

∀u, v ∈ V, n,m ∈ [1, Nt] .

(8)

Eq. (8) ensures that the dependencies can only be established
between two P2MP-TRXs of hub and leaf types, respectively.

qv,m,e ≥ hu,n
v,m,p,

∀u, v ∈ V, n,m ∈ [1, Nt] , e ∈ E, p ∈ PE
e ∩ PV

u,v,
(9)

Qs ·
∑
e∈E

rv1,m1
v2,m2,e ≤ r

v1,m1
v2,m2

≤
∑
e∈E

rv1,m1
v2,m2,e,

∀v1, v2 ∈ V,m1,m2 ∈ [1, Nt] .

(10)

Eqs. (9) and (10) ensure that the fiber link(s) used and shared
by the lightpaths of P2MP-TRXs are identified correctly.

2) Optical Switch Deployment and Fiber Usage Constraints:

Qs ·
∑
v∈V

Nt∑
m=1

qv,m,e ≤ wF
e ≤

∑
v∈V

Nt∑
m=1

qv,m,e, ∀e ∈ E. (11)

Eq. (11) ensures that fiber link usages are determined correctly.∑
e∈IE(u)

qv,m,e − 1 ≤ bu, ∀u, v ∈ V,m ∈ [1, Nt]. (12)

Ql · wX
u ≥

∑
e∈IE(u)

wF
e +Du + bu − 3, ∀u ∈ V. (13)

Eqs. (12) and (13) ensure that the deployment of optical
switches is obtained correctly based on established lightpaths,
where IE(u) denotes the neighboring links of a node u in G.

3) P2MP-TRX Capacity Constraints:
sv,m,p ≤

∑
o∈Ol

tov,m · So,

sv,m,p ≤ Ql ·
Nt∑
n=1

hu,n
v,m,p,

∀u, v, m, p ∈ PV
u,v. (14)

Eq. (14) ensures that SCs are assigned to P2MP-TRXs accord-
ing to their dependencies, and do not exceed their capacities.

Du,v ≤
Nt∑
n=1

Nt∑
m=1

∑
p∈PV

u,v

Mp · (sv,m,p + su,n,p), ∀u, v ∈ V. (15)

Eq. (15) ensures that each deployed P2MP-TRX has enough
capacity to accommodate the traffic demands assigned to it.

4) SC Assignment Constraints:
zu,nv,m, z

∗u,n
v,m ∈

 ∑
p∈PV

u,v

hu,n
v,m,p, Ql ·

∑
p∈PV

u,v

hu,n
v,m,p

 ,
zu,nv,m, z

∗u,n
v,m ∈

∑
o∈Oh

tou,n, So ·
∑
o∈Oh

tou,n

 ,
∀u, v ∈ V, n,m ∈ [1, Nt] .

(16)

Eq. (16) ensures that each hub P2MP-TRX can only allocate
its SCs to its leaf P2MP-TRXs.

Nt∑
n=1

(
z∗

u,n
v,m − zu,nv,m

)
+ 1 ≥

∑
p∈PV

u,v

sv,m,p, ∀u, v, m. (17)

Eq. (17) ensures that each leaf P2MP-TRX is allocated with
enough SCs from its hub P2MP-TRX.

av1,m1
v2,m2

+ av2,m2
v1,m1

= 1, ∀v1, v2 ∈ V, m1,m2 ∈ [1, Nt] , (18)

z∗
u,n
v2,m2

− zu,nv1,m1
+ 1

≤ Ql ·

[
2 + av1,m1

v2,m2
−
∑
p

(
hu,n
v1,m1,p + hu,n

v2,m2,p

)]
,

∀u, v1, v2 ∈ V, n,m1,m2 ∈ [1, Nt] .

(19)

Eqs. (18) and (19) ensure that the SCs assigned to different
leaf P2MP-TRXs of a hub P2MP-TRX do not overlap.

5) FS Assignment Constraints:

fv,m, f
∗
v,m ∈ [1, Nf ] , ∀v ∈ V, m ∈ [1, Nt] . (20)

Eq. (20) ensures that the FS’ assigned to P2MP-TRXs are
within the range defined by the capacity of each fiber link.

fv,m ≤ Nf ·
∑
o∈Oh

tov,m +
∑
u∈V

Nt∑
n=1

[
fu,n
v,m +

zu,nv,m ·Bs

Bf

+
∑
o∈Oh

Fo ·Bf − (So + 2) ·Bs +Qs

2 ·Bf
· tou,n

]
,

f∗v,m ≥
∑
u∈V

Nt∑
n=1

[
fu,n
v,m +

z∗u,nv,m ·Bs

Bf

+
∑
o∈Oh

Fo ·Bf − So ·Bs −Qs

2 ·Bf
· tou,n

]
,

∀v ∈ V, m ∈ [1, Nt] .
(21)
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Eq. (21) ensures that enough FS’ are allocated to each P2MP-
TRXs according to its dependency and allocated SCs.

f∗v2,m2
−fv1,m1+Ng+ 1 ≤Nf ·(1+ av1,m1

v2,m2
− rv1,m1

v2,m2
+ gv1,m1

v2,m2
),

∀v1, v2 ∈ V, m1,m2 ∈ [1, Nt] .
(22)

Eq. (22), together with Eq. (18), ensures that the FS’ allocated
to P2MP-TRXs whose lightpaths share link(s) do not overlap.

fM ≥ f∗u,n, ∀u ∈ V, n ∈ [1, Nt] . (23)

Eq. (23) determines the MIFS in the planned WSON.
6) Linearization-related Constraints:

gv1,m1
v2,m2

≤
∑
u′∈V

Nt∑
n′=1

∑
p∈PV

u′,v1

hu′,n′
v1,m1,p,

gv1,m1
v2,m2

≤
∑
u′∈V

Nt∑
n′=1

∑
p∈PV

u′,v2

hu′,n′
v2,m2,p,

gv1,m1
v2,m2

≥
∑
p

(
hu,n
v1,m1,p + hu,n

v2,m2,p

)
− 1,

∀u, v1, v2 ∈ V, n,m1,m2 ∈ [1, Nt] ,

(24)



fu,n
v,m ≤ fu,n,

fu,n
v,m ≥ fu,n +Nf ·

 ∑
p∈PV

u,v

hu,n
v,m,p − 1

 ,

∑
p∈PV

u,v

hu,n
v,m,p ≤ fu,n

v,m ≤ Nf ·
∑

p∈PV
u,v

hu,n
v,m,p ,

∀u, v ∈ V, n,m ∈ [1, Nt] ,

(25)


rv1,m1
v2,m2,e ≤ qv1,m1,e,

rv1,m1
v2,m2,e ≤ qv2,m2,e,

rv1,m1
v2,m2,e ≥ qv1,m1,e + qv2,m2,e − 1,

∀v1, v2 ∈ V,m1,m2 ∈ [1, Nt] , e ∈ E.

(26)

Eqs. (24)-(26) are the linearization constraints for gv1,m1
v2,m2

,
fu,nv,m, and rv1,m1

v2,m2,e, respectively.

V. HEURISTIC ALGORITHMS

The aforementioned ILP would be intractable for large-scale
problems due to poor scalability. In this section, we design two
heuristics to solve the network planning in polynomial time.

A. LAG-based Fragmentation-aware Network Planning

The planning of P2MP-TRX-based WSONs needs to al-
locate P2MP-TRXs in hub-leaf groups and determine the
related SC assignments and RSA schemes with a leader-
follower approach. Specifically, each hub-leaf group covers a
light-tree, but the spectrum assignment on each of its branch
can be different (i.e., each leaf P2MP-TRX only needs to
receive the SCs assigned to it). However, such correlated
RSA in tree structures can fragment the spectra on fiber links
severely if without proper SC and FS assignment strategies.
This motivates us to 1) leverage the layered auxiliary graph
(LAG) technique [42, 43] to calculate light-trees, and 2)
design spectral and spatial fragmentation metrics specifically
for P2MP-TRX-based planning to assist the SC assignments

Algorithm 1: LAG-FA Network Planning
Input: Physical topology G(V,E), traffic demands D.
Output: Overall network planning scheme Y.

1 while there are non-zero element(s) in D do
2 select hub node v that maximizes

∑
u∈V

Dv,u;

3 for each k ∈ [1, 1 +Nf − F̂o)] do
4 get the k-th LAG Gk(Vk, Ek) based on current

network status, and set Xk = ∅;
5 calculate a light-tree Tk in Gk to cover hub node

v and nodes in V ′ := {u : Dv,u > 0, u ∈ V };
6 choose a proper P2MP-TRX oh ∈ Oh for hub v;
7 for each potential leaf node u ∈ V ′ do
8 obtain the set of candidate P2MP-TRXs on u

and insert them in set Xk;
9 end

10 Yk = ∅, j = 1;
11 while Xk 6= ∅ AND j ≤ Soh do
12 calculate cut cl,j for each P2MP-TRX

xl ∈ Xk at the j-th SC with Eq. (27);
13 if there exists a unique P2MP-TRX x∗l whose

cut is the smallest then
14 insert SC assignment {x∗l , j, sx∗l } in Yk;
15 else
16 get misalignment ml,j for P2MP-TRXs

whose cuts are the smallest, with Eq. (28);
17 select P2MP-TRX x∗l with the smallest

misalignment, insert {x∗l , j, sx∗l } in Yk;
18 end
19 remove x∗l from Xk, and set j = j + sx∗l ;
20 end
21 get the number of SCs used on hub P2MP-TRX

oh (namely, Zk) according to Yk;
22 if Zk > Zk0 then
23 k0 = k;
24 end
25 end
26 insert Yk0 in Y as provisioning scheme of current

group led by a hub P2MP-TRX on node v;
27 update G(V,E) and D according to Yk0 ;
28 end
29 Determine the deployment of optical switches and the

activation of fiber links according to Y;

of leaf P2MP-TRXs, so as to improve the continuity and
contiguity of available FS’ on and between fiber links.

Algorithm 1 shows our LAG-based fragmentation aware
(LAG-FA) network planning, which uses a while-loop to serve
all the traffic demands in D progressively. Here, we first
assume that all the fiber links can be used by P2MP-TRXs
when deploying them, and then activate fiber links based on
their actual usage. This is because the leasing prices of fiber
links are typically less expensive than the costs of P2MP-TRXs
and optical switches [44]. Then, adequate network connectivity
and flexibility can be ensured during service provisioning,
which also improves the efficiency of spectrum utilization
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through load-balancing [6]. In each iteration, we first find the
node v whose pending out-going traffic amount is the largest,
select it to place the next hub P2MP-TRX (Line 2). Then, the
for-loop of Lines 3-25 tries to plan the WSON for the group
led by the hub P2MP-TRX at node v based on LAGs. Note
that, the “F̂o” in Line 3 is defined as F̂o = max

o∈Oh

(Fo), i.e., the

maximum number of FS’ that any type of hub P2MP-TRX
can occupy. Line 4 builds the k-th LAG (i.e., for the FS block
(FSB) of [k, k+ F̂o−1]), and initializes Xk. As shown in Fig.
3, each LAG only cares the availability of a block of F̂o FS’
on each link in G(V,E). For instance, to build the first LAG
G1, we only add a link e ∈ E in G1 if the FSB of [1, F̂o] on
it is available. We then calculate a light-tree Tk in Gk, which
tries to cover the hub node v and its potential leaf nodes in
V ′ (i.e., all the nodes that need to receive traffic from v).

Next, based on the light-tree Tk and pending traffic from v,
we choose a proper hub P2MP-TRX type oh from Oh for being
placed on v (Line 6). Specifically, if the pending traffic amount
from v exceeds the capacity of any P2MP-TRX type in Oh,
we select the P2MP-TRX type whose capacity is the largest,
and the one whose capacity is just enough otherwise. The for-
loop of Lines 7-9 checks each potential leaf node u ∈ V ′ to
get its set of candidate P2MP-TRXs for receiving the traffic
demand Dv,u, such that the number of candidate P2MP-TRXs
is minimized. Then, all the candidate P2MP-TRXs are stored
in set Xk. Line 10 is for the initialization of SC assignments3.

The while-loop of Lines 11-20 leverages the fragmentation-
aware (FA) approach in [6] to assign SCs to leaf P2MP-TRXs.
Specifically, we extend the FA approach in [6] to evaluate the
SC assignments to leaf P2MP-TRXs in both the spectral and
spatial domains. We start with setting the start SC index as
j = 1, and terminates the while-loop until all the candidate
P2MP-TRXs in Xk have been taken care of or all the SCs of
the hub P2MP-TRX have been checked (i.e., j > Soh ). For
the SC assignment to a leaf P2MP-TRX xl ∈ Xk with start
SC index j, we define the spectrum cut cl,j caused by it as

cl,j =

{
2 · ∨

[
δkl ⊕∆(βk

j )
]
− |pkl |, ∨[∆(βk

j )] 6= |Tk| ,
2 · ∨

[
δkl ⊕∆(βk

j − 1)
]
− |pkl |, otherwise,

(27)

where δkl is a |Tk|-bit mask indicating the fiber link usage
when deploying P2MP-TRX xl ∈ Xk in the obtained light-
tree Tk of the k-th LAG Gk, βkj denotes the starting index
of FS’ related to the assignment of the j-th SC in Gk, ∆(i)
returns an |Tk|-bit mask to denote the availability of the i-th
FS on links in Tk, ∨[·] returns the number of bit 1 in a bit-
mask, pkl is the path used by P2MP-TRX xl in Gk, and |pkl |
and |Tk| return the number of links in them.

For the same SC assignment, we also define the spectrum
misalignment ml,j caused by it as

ml,j =
∑

e∈pk
l
,e′∈IE(e)\pk

l

(
2 ∨ [Θk

e �Θk
e′ ⊕ θl,j ]− ∨[θl,j ]

)
, (28)

where IE(e) denotes the neighbor links of a link e in Gk,
θl,j is a F̂o-bit mask indicating the FS’ used by P2MP-TRX
xl ∈ Xk in Gk, and Θke is also a F̂o-bit mask that tells the

3With the bandwidths of each SC and each FS, we can easily map the SC
assignments in each LAG to FS assignments.
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Fig. 3. An example on LAG-FA, a) Physical topology and spectrum usage, b)
LAGs obtained for serving the group of {hub, x1, x2, x3}, (c) Cuts induced
by the SC assignments to x1 and x2 with start SC index j = 2, d)
Misalignment induced by the SC assignment to x2 with start SC index j = 2.

availability of FS’ on link e in Gk. Therefore, we first calculate
the cut caused by each candidate leaf P2MP-TRX xl ∈ Xk

(Line 12). If there exists a unique P2MP-TRX x∗l whose cut
is the smallest, we just insert the P2MP-TRX and its SC
assignment in set Yk (Lines 13-14). Otherwise, we check the
misalignments caused by the P2MP-TRXs whose cuts are the
smallest, and insert the one with the smallest misalignment and
its SC assignment in Yk (Lines 15-17). Next, Line 19 removes
the selected P2MP-TRX x∗l from set Xk, and proceeds to the
next available block of SCs from the hub P2MP-TRX.

In Line 21, we get the number of SCs used on the hub
P2MP-TRX by the SC assignments in Yk, and store it in Zk.
Then, Lines 22-24 select the optimal set of SC assignments
Yk0 , i.e., the one that achieves the largest utilization of the
SCs from the hub P2MP-TRX. After that, we insert Yk0 in
Y as the provisioning scheme of the current group led by the
hub P2MP-TRX on node v, and update the network status for
subsequent network planning (Lines 26-27). Finally, the usages
of optical switches and fiber links are determined according
to the deployed P2MP-TRXs and their lightpaths (Line 29).

Fig. 3 gives an example to explain the key steps of LAG-FA.
Here, we have the group as {hub, x1, x2, x3}, whose P2MP-
TRX locations are shown in Fig. 3(a). The right subplot of Fig.
3(a) is for the spectrum usage in the WSON before serving the
group, where the gray blocks are for the FS’ that have already
been used. Fig. 3(b) shows the first two LAGs obtained for
serving the group, and it can be seen that only in the second
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LAG, a feasible light-tree can be obtained to interconnect the
hub P2MP-TRX and all of its leaf P2MP-TRXs. Here, we
assume that the SC assignment of leaf P2MP-TRX x3 has
already determined to use start SC index j = 1. Hence, the
FS usage of x3 is also plotted in the right subplot of Fig. 3(a)
with red-slashed blocks. As the first SC from the hub P2MP-
TRX has been assigned to x3, the SC assignments to x1 and x2
can only start with SC index j = 2, and their spectrum cuts
with Eq. (27) are shown in Fig. 3(c). Since the cuts of the
two SC assignments are the same, LAG-FA proceeds to check
their misalignments with Eq. (28). As illustrated in Fig. 3(d),
the misalignment of the SC assignment of x2 is m2,2 = 2.
Similarly, we can obtain m1,2 = −5. Finally, LAG-FA assigns
x1, x2, and x3 to use SC 2, SCs 3-6, and SC 1, respectively.

Complexity Analysis: In the worst case, the outer while-
loop can be executed D times, where D =

∑
u,v∈V

Du,v . The

for-loop of Lines 3-29 can run for O(Nf ) times, while the time
complexity of getting an LAG is O(|E|). As for the light-tree
calculation, the complexity is O(|E|+ |V | · log |V |) [45] and
O(Ŝo · |V |2) [46], if we use the shortest path tree (SPT) and
minimum spanning tree (MST) algorithms, respectively, where
Ŝo denotes the maximum number of SCs that any type of
P2MP-TRX in Oh∪Ol can use. Hence, the overall complexity
of Algorithm 1 is O(Nf · (D+ |Oh|) · (Ŝo · |V | · log(Ŝo · |V |)+
Ŝ3
o · |E|2)) if SPT is used, and O(Nf · (D+ |Oh|) · (Ŝo · |V |2+
Ŝo · |V | · log(Ŝo · |V |) + Ŝ3

o · |E|2)) if MST is applied.

B. CG-MWIS-based Network Planning

The LAG-FA algorithm can address spectrum fragmentation
during network planning. However, as each LAG is built based
on the availability of a whole FSB of F̂o FS’ on each link, the
SC/FS assignments based on it are still too coarse-grained to
resolve spectrum fragmentation effectively. Hence, we propose
another heuristic that can realize finer-grained scanning for
available SCs during network planning.

We still check the spectrum availability in G(V,E) based
on FSBs. Specifically, each FSB includes F̂o FS’, and the k-th
FSB covers the FS’ [k, k+ F̂o− 1] on each link e ∈ E. Then,
when attempting to deploy a group of P2MP-TRXs with an
FSB, we first find all the available SCs on all the links based on
their spectrum usages in the FSB, and then compute a light-
tree accordingly for establishing connections for the P2MP-
TRX group. Next, the goal is to utilize the fragmented spectra
on the light-tree to serve as many traffic demands of the group
as possible. Nevertheless, in order to achieve the goal, we need
to resolve the conflicts among the SC assignments of candidate
leaf P2MP-TRXs. To this end, we formulate the following ILP
to describe the problem of leaf P2MP-TRX deployment and
SC assignment with the k-th FSB in G(V,E).

Parameters:
• Xk: the set of the candidate leaf P2MP-TRXs that can

be deployed with the k-th FSB for the current group.
• Jk,n: the set of start SC indices with which the n-th

candidate leaf P2MP-TRX in Xk can be deployed.
• Wk,n: the traffic demand that can be provisioned by the
n-th candidate leaf P2MP-TRX in Xk.

• Ck,n: the cost introduced by deploying the n-th candidate
leaf P2MP-TRX in Xk.

• Um,in,j : the boolean indicator that equals 1 if the deploy-
ment of the n-th candidate leaf P2MP-TRX with j as start
SC index conflicts with that of the m-th candidate leaf
P2MP-TRX with i as start SC index, and 0 otherwise.

Variables:
• xkn,j : the boolean variable that equals 1 if the n-th

candidate leaf P2MP-TRX in Xk is deployed and j is
the start SC index of its SC assignment, and 0 otherwise.

Objective:
The optimization objective is set to first maximize the traffic

demands served by the current P2MP-TRX group and then
minimize the total cost of the deployed P2MP-TRXs.

Maximize
∑

n∈[1,|Xk|], j∈Jk,n

(Wk,n −Qs · Ck,n) · xkn,j . (29)

Constraint:
xkn,j + xkm,i + Um,i

n,j ≤ 2, ∀n,m ∈ [1, |Xk|] , j ∈ Jk,n, i ∈ Jk,m.
(30)

Eq. (30) ensures that the SC assignments of two candidate
leaf P2MP-TRXs cannot be chosen simultaneously if there are
conflict(s) between them. More specifically, there can be two
types of conflicts between the SC assignments: 1) the feasible
SC assignments of a same candidate leaf P2MP-TRX conflict
with each other, and 2) the feasible SC assignments of two
different candidate leaf P2MP-TRXs have conflicts between
each other if they have spectrum conflict(s).

The optimization in the ILP above can be better modeled by
leveraging a conflict graph (CG) GC(V C , EC). Specifically,
we denote each feasible SC assignment of a candidate leaf
P2MP-TRX (i.e., xkn,j) as one node in V C , whose weight is
set as the traffic demand that can be served by this P2MP-TRX
(i.e., Wk,n) minus a small penalty related to the P2MP-TRX’s
cost (i.e., Qs ·Ck,n). Two nodes are connected with a link in
EC if there are aforementioned conflicts between the feasible
SC assignments represented by them. Therefore, the original
optimization gets transformed into finding the maximum-
weighted independent set (MWIS) in the CG. Although the
problem of finding MWIS in an arbitrary graph is NP-hard,
we can leverage existing approaches in the literature to solve it
in polynomial time with reasonably good approximation ratio
(e.g., the distributed greedy (DistGreedy) algorithm in [47]).

Fig. 4 explains how to utilize a CG to model and solve the
SC assignment problem for candidate leaf P2MP-TRXs. The
physical topology, spectrum usage, and light-tree for the group
{hub, x1, x2, x3, x4} are shown in Fig. 4(a). Based on the
spectrum usage, we obtain all the possible SC assignments for
candidate leaf P2MP-TRXs, as plotted in Fig. 4(b). Here, we
just use the possible SC assignments of x2 and x4 to explain
the two types of conflicts in the CG: 1) the conflicts between
SC assignments of a same P2MP-TRX, and 2) the spectral
conflicts between SC assignments of different P2MP-TRXs.
Finally, an MWIS can be obtained in the CG, which is denoted
with the red nodes in Fig. 4(b) (i.e., {x1,4, x2,13, x3,3, x4,1})
and indicates the SC assignments of the leaf P2MP-TRXs.

Algorithm 2 explains the details of the CG-MWIS-based
network planning, which generally follows a similar procedure
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Fig. 4. An example on the CG-MWIS-based algorithm.

of that in Algorithm 1. Hence, in the following, we will focus
on the different parts between the two algorithms. In Line
4, instead of calculating an LAG based on the availability
of the entire k-th FSB, we get the SC availability on links
as {Ak,e, e ∈ E}, where Ak,e is a bit-mask denoting the
SC availability on link e (i.e., each bit corresponds to an
SC within the k-th FSB). Next, we obtain a light-tree Tk by
leveraging {Ak,e, e ∈ E} to cover the hub node v and all of its
potential leaf nodes in V ′ (Line 5). Specifically, the light-tree
is calculated based on weighted link lengths:

L′e = Le ·
(
2− ∨[Ak,e]

Ŝo

)
, (31)

where Le is the physical length of a link e ∈ E, and Ŝo is the
maximum number of SCs that any type of P2MP-TRX in Oh∪
Ol can use. Lines 7-10 find all the feasible SC assignments of
candidate leaf P2MP-TRXs based on Tk and {Ak,e, e ∈ E},
and store them in set Xk. Then, we use the CG-MWIS-based
approach to select SC assignments from Xk, and the results are
stored in Yk (Lines 11-13). The remaining part of Algorithm
2 is similar to that of Algorithm 1.

Complexity analysis: The overall time complexity of Algo-
rithm 2 is O(Nf · (D+ |Oh|) · (|E|+ |V |2+ Ŝo · |V | · logρ1(ρ2 ·
Ŝo · |V |))) if SPT is used, and O(Nf · (D+ |Oh|) · (|E|+ Ŝo ·
|V |2 + Ŝo · |V | · logρ1(ρ2 · Ŝo · |V |))) when MST is applied,
where ρ1 and ρ2 are the parameters of DistGreedy algorithm
[47] to balance its approximation ratio and time complexity.

VI. PERFORMANCE EVALUATIONS

In this section, we conduct numerical simulations to evalu-
ate the performance of the algorithms designed in this work.

A. Simulation Setup
Our simulations consider three physical topologies: 1) the 6-

node topology in Fig. 3(a), 2) a 40-node metro topology based

Algorithm 2: CG-MWIS-based Network Planning
Input: Physical topology G(V,E), traffic demands D.
Output: Overall network planning scheme Y.

1 while there are non-zero element(s) in D do
2 select hub node v that maximizes

∑
u∈V

Dv,u;

3 for each k ∈ [1, Nf − F̂o + 1] do
4 get available SCs on links {Ak,e, e ∈ E} to

deploy a hub P2MP-TRX on v with the k-th FSB;
5 compute a light-tree Tk with {Ak,e} to cover v

and nodes in V ′ := {u : Dv,u > 0, u ∈ V };
6 choose a proper P2MP-TRX oh ∈ Oh for hub v;
7 for each potential leaf node u ∈ V ′ do
8 obtain the set of candidate P2MP-TRXs on u

and find all the feasible SC assignments
within the k-th FSB for them;

9 insert all the feasible SC assignments of
candidate P2MP-TRXs in set Xk;

10 end
11 construct a CG GC(V C , EC) based on Xk;
12 find MWIS in the CG with DistGreedy [47];
13 leverage the MWIS to select SC assignments of

candidate P2MP-TRXs and store them in Yk;
14 get the number of SCs used on hub P2MP-TRX

oh (namely, Zk) according to Yk;
15 if Zk > Zk0 then
16 k0 = k;
17 end
18 end
19 insert Yk0 in Y as provisioning scheme of current

group led by a hub P2MP-TRX on node v;
20 update G(V,E) and D according to Yk0 ;
21 end
22 Determine the deployment of optical switches and the

activation of fiber links according to Y;

on the city of Atlanta, GA [21], and 3) the 14-node Germany
topology [48], to investigate the potential of deploying P2MP-
TRXs in different network segments (i.e., metro-aggregation,
metro and core, respectively). While our proposals can be
applied to WSONs with different spectrum allocation granular-
ities, we assume that the WSON is based on the flexible-grid
with each FS at Bf = 12.5 GHz, and thus each fiber link can
accommodate Nf = 358 FS’ with C-band [27]. To highlight
the potential advantages brought by deploying P2MP-TRXs in
WSONs, we also consider the scenarios of 1) planning FONs
with P2MP-TRXs, and 2) planning WSONs with P2P-TRXs.
Specifically, we refer to the optimization models in [19, 20]
to modify our LAG-based and CG-based heuristics and make
them support the two simulation scenarios, respectively.

In each simulation, we randomly generate traffic demands
in D according to a total traffic amount. Specifically, for each
demand, the source and destination are randomly selected,
and its bandwidth requirement is chosen within [10, 100]
Gbps. Then, we aggregate the generated demands to obtain
D. We considered transceiver rates of {25, 100, 400} Gbps
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TABLE III
SIMULATION RESULTS WITH 6-NODE TOPOLOGY

Total Traffic
(Gbps)

ILP Model LAG-FA CG-ILP CG-MWIS
Obj. Time (s) Obj. Gap Time (s) Obj. Gap Time (s) Obj. Gap Time (s)

300 2.1389 107,670 2.4027 12.3% 0.0033 2.4132 12.8% 0.0908 2.4193 13.1% 0.0599
600 2.3194 172,800 2.5295 9.06% 0.0046 2.5208 8.68% 0.1895 2.5116 8.28% 0.1047
900 2.3356 172,800 2.5370 8.62% 0.0055 2.4456 4.71% 0.3264 2.5092 7.43% 0.1769

1,200 2.3598 172,800 2.4635 4.40% 0.0324 2.4531 3.95% 0.4662 2.5012 5.99% 0.2181
1,500 2.4209 172,800 2.5653 5.97% 0.0457 2.5431 5.05% 0.8332 2.5591 5.71% 0.2598

for both P2P-TRXs and P2MP-TRXs, while the capacity of
25 Gbps can only be used by leaf P2MP-TRXs or P2P-
TRXs [19]. For a P2MP-TRX at {25, 100, 400} Gbps, its
maximum spectrum usage is {1, 2, 6} FS’, respectively, and it
provides/uses {1, 4, 16} SCs, each of which occupies Bs=4
GHz, while the FS usages of P2P-TRXs are proportional to
their rates. We assume that Ng=1 FS is reserved as the guard-
band on each side of the spectrum assignment of a P2MP-
TRX group or a P2P-TRX pair. DP-16QAM is adopted if the
length of a lightpath is within 500 km, and dual-polarization
quadrature phase shift keying (DP-QPSK) is used otherwise
[15]. Then, the capacity of an SC is 25 Gbps and 12.5 Gbps
with DP-16QAM and DP-QPSK, respectively. We adopt the
cost model in [20] to set the cost of a 25-/100-Gbps P2P-
TRX as 1

4 / 12 of that of a 400-Gbps P2P-TRX, and the costs
of P2MP-TRXs in line with those of P2P-TRXs. The price
of an optical switch is assumed to be 10 times of that of a
400G P2MP-TRX, and the leasing price of a fiber link is set
according to the number of its spans [44], which is estimated
based on its physical length [49]. The costs above and the
weights in Eq. (1) can be flexibly adjusted. The simulations
run on Ubuntu servers with 2.1 GHz Intel Xeon Silver 4110
CPU and 32 GB memory, and the software environment is
Python 3.10.2 with Gurobi Optimizer 9.5.2 [50]. To ensure
the statistical accuracy of results, we obtain each data point
by averaging the results from 10 independent runs.

B. Small-Scale Simulations

We first perform small-scale simulations with the 6-node
topology, and set the total amount of traffic demands in D
within [300, 1500] Gbps. Here, we set γ1 = γ2 = γ3 = γ4 = 1
and the upper-limit of the ILP’s running time as 48 hours
(i.e., 172, 800 seconds), and thus, if the ILP cannot obtain the
optimal solution after 48 hours, we just select the best-known
solution from it. The simulations consider three heuristics,
and in addition to LAG-FA and CG-MWIS in Algorithms 1
and 2, respectively, we also consider CG-ILP, which generally
follows the procedure of Algorithm 2, except for solving the
ILP in Section V-B directly to get the MWIS in each CG.

Table III summarizes the performance of the algorithms in
terms of optimization objective and running time. It can be
seen that the ILP always minimizes the normalized CAPEX of
a planned WSON the best among all the algorithms, while its
running time is also the longest. Specifically, the running time
of the ILP reaches its upper-limit when the total traffic is 600
Gbps. CG-ILP performs the best among the heuristics in terms
of the objective, but its running time is also the longest among

them. LAG-FA outperforms CG-MWIS in most cases, and its
running time is also shorter. Meanwhile, it is worth noting
that the optimality gaps of the heuristics tend to decrease with
the total traffic demand. This is because when the total traffic
demand is relatively high, it would be difficult for the ILP
solver to find the exact solution within a reasonable period of
time and thus it can only return the best-known solution. As the
ILP’s solution might not be exact anymore, the gap between
it and the solution from a heuristic can decrease. Besides, we
can see that the optimality gaps of the heuristics, especially
CG-MWIS, can fluctuate. On one hand, this is because the
heuristics use different resource allocation strategies whose
performance towards different network planning instances can
vary. On the other hand, certain heuristic (i.e., CG-MWIS) are
non-deterministic as randomness has been added into it.

300 600 900 1200 1500
0

5

10

15

20

M
IF
S

Total Demand (Gbps)

 ILP
 LAG-FA
 CG-ILP
 CG-MWIS

(a) MIFS

300 600 900 1200 1500
0

100

200

300

400

To
ta

l I
nv

es
tm

en
t C

os
t (

un
its

)
Total Demand (Gbps)

 ILP
 LAG-FA
 CG-ILP
 CG-MWIS

(b) Total investment cost

Fig. 5. Results of proposed algorithms with 6-node topology.
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Fig. 6. Simulation results of ILP with different optimization focuses.

Fig. 5 shows the breakdowns of the objective in Eq. (1) in
terms of spectrum usage and total investment cost of P2MP-
TRXs, optical switches and fiber links. The results on MIFS in
Fig. 5(a) suggest that the coarse-grained spectrum assignment
in LAG-FA leads to the largest spectrum usage, but Fig. 5(b)
shows that LAG-FA can achieve smaller costs of P2MP-TRXs
than CG-MWIS in most cases, especially when the traffic
amount is relatively large. Finally, we run more simulations
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with the ILP to test its adaptability towards different optimiza-
tion focuses. Specifically, four more scenarios are considered,
each of which prioritizes one of the cost components in Eq.
(1). This is achieved by making the value of the corresponding
weight coefficient much larger than the others. We observe in
Fig. 6 that the ILP’s solution changes as expected, proving that
the ILP can satisfy different importance among the considered
cost components by adjusting the relative values of γ1, γ2, γ3
and γ4. Note that, if the provided resources cannot satisfy all
the traffic demands, the network planning will fail [51].

C. Large-Scale Simulations

Large-scale simulations are then performed with the 40-
node metro and 14-node Germany topologies to evaluate the
proposed heuristics for larger network planning instances. We
first compare the P2MP-TRXs and spectra used by different
solutions in Figs. 7 and 8, respectively. It can be seen that
for the planned WSONs, the P2MP-TRX-based solutions have
significantly lower investment costs and spectrum usages in
both topologies than their P2P-TRX-based counterparts. This
observation conforms to the conclusions in [19, 20] and veri-
fies the benefits of P2MP-TRXs for optical network planning.
The planned FONs based on P2MP-TRXs require significantly
less CAPEX to satisfy a same set of traffic demands than their
WSON counterparts, which confirms the inherent advantage of
FON in cost-saving [22]. However, the FONs planned with
P2MP-TRXs are only feasible when the total traffic is 15
Tbps or less, and they cannot be planned due to insufficient
spectrum resources, otherwise. The higher spectrum efficiency
in WSONs is achieved at the expense of additional cost of
optical switches, and thus WSON will become a necessary
choice when we need to architect an optical network with
P2MP-TRXs to adapt to a large volume of traffic demands.

As for our heuristics for planning WSONs with P2MP-
TRXs, CG-ILP outperforms LAG-FA and CG-MWIS in terms
of spectral usage in the metro topology (in Fig. 8(a)), while
LAG-FA is the most spectral-efficient in the Germany topol-
ogy, especially for relatively high traffic loads (in Fig. 8(b)).
The heuristics perform similarly on P2MP-TRX cost for low
traffic loads in both topologies, but LAG-FA gives the lowest
P2MP-TRX cost when the traffic load is relatively high (in Fig.
7). These results suggest that in the WSONs that are physically
larger and carry high traffic loads, sophisticated spectrum
allocation would be more effective than only focusing on
avoiding spectrum fragmentation. CG-MWIS provides similar
spectrum usages as CG-ILP by virtue of the adopted approx-
imation algorithm (i.e., DistGreedy), but its performance on
P2MP-TRX cost can be worse, suggesting that DistGreedy can
sometimes deploy leaf P2MP-TRXs in sub-optimal manners.

Fig. 9 shows the spectral fragmentation and overall spectral
usage of the WSONs planned by the heuristics. Here, we
adopt the Shannon entropy-based metrics [52] to measure
spectrum fragmentation. It can be seen that with fine-grained
spectrum assignment, CG-ILP and CG-MWIS can achieve
noticeable reduction on spectrum fragmentation over LAG-FA.
Specifically, the coarse-grained spectrum assignment scheme
in LAG-FA can fragment the spectra in a WSON more as
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Fig. 7. Total investment cost of the WSONs planned by the heuristics.
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Fig. 8. MIFS of used FS’of the WSONs planned by the heuristics.

more traffic demands are served, which can make it difficult
for future demands to use the remaining spectra. Moreover, the
results in Fig. 9 also show that CG-ILP and CG-MWIS can
utilize the spectra in a WSON more efficiently than LAG-FA.

Finally, we compare the running time of the heuristics in
Fig. 10. We observe that LAG-FA only needs roughly one
sixth of the running time of CG-MWIS, which makes it the
most time-efficient algorithm among the three heuristics. The
excellent performance of CG-ILP in spectrum utilization is
achieved at the cost of longest running time (i.e., significantly
longer than the running time of LAG-FA), as ILP instances for
SC assignments have to be formulated and solved repeatedly,
so as to find the currently best deployment scheme that can
efficiently utilize fragmented spectra in the WSON.

VII. CONCLUSION

In this paper, we studied the network planning of WSONs
with DSCM-enabled P2MP-TRXs, aiming to minimize the
CAPEX of planned networks. An ILP model was formulat-
ed to formally describe the problem and solve it exactly.
Then, we proposed two heuristics, namely, LAG-FA and CG-
MWIS, to find near-optimal solutions in polynomial time.
In LAG-FA, LAGs were built to compute light-trees and
two fragmentation-related metrics were designed to prioritize
the deployment of P2MP-TRXs and their SC assignments.
As for CG-MWIS, fine-grained search of available spectrum
was achieved by a CG-based approach to better utilize the
available yet fragmented spectrum, and then the problem of
SC assignment was solved by finding the MWIS in the CG.
Finally, extensive simulations were performed to evaluate the
proposed algorithms, and the benefits of CG-MWIS over LAG-
FA were confirmed by the results.
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Fig. 9. Fragmentation ratio and spectrum utilization.
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Fig. 10. Running time of the proposed heuristics.
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