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Abstract—Network function virtualization (NFV) enables flexi-
ble, cost-effective, and timely deployment of new network services
in elastic optical networks (EONs). Nowadays, the integration of
cloud and edge computing becomes a prevailing trend, which
has promoted the idea of edge-cloud EON (EC-EON) (i.e., a
multi-domain EON that consists of a cloud domain and one
or more edge domains). In this work, we study the dynamic
provisioning of virtual network function based service chain
(VNF-SC) requests in EC-EONs, and leverage game theory to
explain why and how the cloud and edge domain managers (DMs)
should collaborate when protecting their own interests. We first
formulate the non-cooperative interactions between cloud and
edge DMs as a two-stage Stackelberg game, prove the existence of
Nash Equilibrium in the game, and propose an algorithm based
on backward induction for the non-cooperative service provi-
sioning. Next, we address the cooperative provisioning scheme
where the DMs can reach an agreement for mutual benefit, and
model it with Nash bargaining. Finally, we conduct extensive
simulations to compare the non-cooperative and cooperative
provisioning schemes with the traditional centralized approach in
EC-EONs in-depth. Simulation results confirm the effectiveness
of our non-cooperative and cooperative provisioning schemes on
protecting the interests of DMs, and suggest that the cooperative
provisioning scheme can outperform the traditional centralized
approach in terms of blocking probability, when inter- and intra-
domain VNF-SC requests both exist in an EC-EON.

Index Terms—Network function virtualization (NFV), Service
function chain, Virtual network functions (VNFs), Game theory,
Edge-cloud optical networks, Elastic optical networks (EONSs).

I. INTRODUCTION

VER past decades, the world has witness tremendous
development of cloud computing to explore the ad-
vantages on adaptivity, cost-efficiency, and flexibility [1, 2].
However, as network services and application data are emerg-
ing explosively, the traditional way of concentrating cloud
computing in data-centers (DCs) has been challenged from
various perspectives, such as bandwidth, latency, robustness,
etc. Therefore, the idea of edge computing was proposed and is
attracting intensive attentions from both academia and industry
[3]. Specifically, edge computing extends computing from the
DCs in core/metro to edge networks, and promotes the edge-
cloud (EC) network model that tries to integrate edge/cloud
computing and optical networks seamlessly with the latest
optical networking technologies [4].
Each EC optical network is in a multi-domain architecture,
which consists of one cloud domain and one or more edge
domains, as shown in Fig. 1. The DCs in the cloud domain
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Fig. 1. Architecture of a multi-domain EC-EON.

possess abundant IT resources for the network functions that
require heavy-loaded computing, while the edge domains use
lightweight edge-computing platforms to support short-life-
cycle or/and latency-sensitive network functions timely and
cost-effectively [5]. Meanwhile, the cloud and edge domains
are each built on an optical network [6], which can leverage
advanced optical networking technologies such as flexible-grid
elastic optical networking (EON) [7-11] and coherent optical
pluggable transceivers [12] to set up lightpaths adaptively
and spectrum-efficiently for realizing low-latency and energy-
efficient service provisioning. In rest of the paper, we will
refer to the multi-domain EC optical network whose optical
layer is architected with EON as an EC-EON. Operators
usually rely on virtualization technologies [13, 14] to provision
network services in EC-EONSs, especially the network function
virtualization (NFV) [15, 16]. Specifically, with NFV, an
operator can provision network services by deploying virtual
network functions (VNFs) on general-purpose servers and
steering application traffic through the VNFs in sequence, i.e.,
building VNF-based service chains (VNF-SCs) [17]. In the
process, both chaining and embedding need to be addressed
[18]. The “VNF-SC” here means the same as service function
chain (SFC). We choose VNF-SC to emphasize that the chains
considered in this work are made of VNFs, since an SFC can
also be built with special-purpose middleboxes [19].
Recently, there have been a few studies on the provisioning
of VNF-SCs in EC optical networks, which considered both
algorithm design [20-22] and system implementation [23—
25], and relatively comprehensive surveys on NFV in EC
networks can be found in [3, 26, 27]. These previous studies
all assumed that the cloud and edge domains are managed
in the centralized way (or if not, at least the cooperative



manner). However, as shown in Fig. 1, an EC-EON naturally
follows the multi-domain architecture, where each of the
cloud and edge domains has its own domain manager (DM),
and due to certain practical restrictions (e.g., multi-operator
scenarios, domain autonomy, and data privacy regulations), the
DMs might not be willing to cooperate with each other [28,
29]. In other words, although each domain in an EC-EON
can leverage software-defined networking (SDN) [30, 31] to
realize centralized network control and management (NC&M)
(i.e., its DM is just the SDN controller), the DMs might not be
coordinated by a global network orchestrator and need to set
up the VNF-SCs, which have to go across multiple domains,
based on autonomous and distributed decisions. Nevertheless,
to the best of our knowledge, such a service scenario has not
been fully explored yet, even though it is highly relevant to
the provisioning of VNF-SCs in real-world EC-EONSs.

Therefore, we conducted a preliminary study on this topic
in [32] to tackle the assembling of VNF-SCs in an EC-EON,
where the DMs were non-cooperative and adopted their own
service provisioning strategies. Specifically, we assumed that
non-overlapping types of VNFs can be deployed in cloud and
edge domains, respectively, leveraged game theory [33] to
model the provisioning of inter-domain VNF-SCs in such an
EC-EON as a non-cooperative bimatrix game, and analyzed
the Nash equilibrium of the game to design an algorithm for
the non-cooperative provisioning. Our simulations revealed a
few interesting insights, which cannot be observed in coopera-
tive provisioning. For instance, the non-cooperative provision-
ing guaranteed the autonomy of each domain and protected its
interest more fairly, especially for the less dominated party in
the game (i.e., the edge domains, because their spectrum and
IT resources were less abundant than the cloud domain).

In this work, we significantly extend our study in [32] for
a comprehensive game-theoretic analysis of dynamic VNF-
SC provisioning in EC-EONs, with new theoretical models,
new algorithms, much more extensive simulations, and new
conclusions. More specifically, the major improvements made
in this work are as follows. First of all, the non-cooperative
game designed in [32] is static and thus cannot model the
dynamic operations among the DMs accurately. In this work,
we re-model the non-cooperative game between the DMs as a
two-stage Stackelberg game, where each DM makes decisions
autonomously to minimize the provisioning cost in its own
domain. The new model is based on a dynamic process and
thus becomes more practical to model the sequential interac-
tions between the DMs. After proving the existence of pure-
strategy Nash Equilibrium, we propose a brand-new algorithm
based on backward induction to solve the non-cooperative
provisioning problem. Next, we consider the cases in which
the DMs are willing to cooperative to reach an agreement
for their mutual benefits, and model the cooperation between
the DMs as a cooperative game. This has not been addressed
in [32] at all. We develop an optimization model based on
Nash bargaining and solve it. Finally, extensive simulations
are performed to compare the non-cooperative, cooperative,
and centralized provisioning schemes in EC-EONSs in-depth, in
terms of provisioning cost, blocking probability, and resource
usage. Therefore, compared with the simulations in [32], we

analyze the performance of the DMs at different levels of
cooperation much more comprehensively.

The rest of the paper is organized as follows. Section II
conducts a brief survey on the related work. We explain
the network model and formulate the problem of VNF-SC
provisioning in multi-domain EC-EONs in Section III. In
Section IV, the game-theoretic algorithms for VNF-SC provi-
sioning in EC-EONSs are designed. We discuss the simulations
that compare the dynamic VNF-SC provisioning scenarios in
which the degrees of cooperation among DMs are different in
Section V. Finally, Section VI summarizes the paper.

II. RELATED WORK

Due to its flexibility and cost-efficiency, NFV has drawn
widespread attentions from both academia and industry. For a
comprehensive overview about NFV, one is recommended to
check [15, 34], and its service frameworks and typical use-
cases can be founded in [16]. Furthermore, various algorithms
have been designed to optimize the service provisioning of
NFV in various networks [14, 17, 20-22, 35-37]. However,
these studies did not address multi-domain scenarios.

Due to reasons like multi-operator collaboration, domain au-
tonomy, and data privacy regulations, real-world NFV systems
can commonly use multi-domain scenarios [38]. By leveraging
SDN, the authors of [39] proposed an architecture to facilitate
NFV in multi-layer and multi-domain networks, and assumed
that DMs can be managed by a centralized orchestrator. Also
based on a centralized orchestrator, the ADRENALINE testbed
has been demonstrated in [40] for deploying NFV over multi-
domain transport networks and distributed DCs. The study
in [41] designed a hierarchical orchestration architecture for
supporting NFV in multi-domain networks, while the basic
idea was still to coordinate DMs in a centralized way. As for
the VNF deployment in multi-domain optical networks based
on wavelength-division multiplexing (WDM), people have
developed and demonstrated network orchestration systems
in [42, 43]. In addition to these architectural/system studies,
people have also considered how to provision NFV-related
services in multi-domain networks from the algorithmic per-
spective [44-46]. Nevertheless, they all assumed that DMs
were coordinated by a centralized orchestrator or at least
willing to share intra-domain information.

There are only few studies on NFV in multi-domain net-
works, which did not assume the centralized provisioning
scheme [47, 48]. However, they were on resource reserva-
tion/trading, but did not leverage non-cooperative or coopera-
tive games to tackle the actual service provisioning procedure
of NFV-related services or consider NFV in EC-EONs. Specif-
ically, the study in [47] analyzed a non-cooperative game in
which each DM needs to determine how to reserve IT and
bandwidth resources to compete for utility during serving the
VNF-SCs in a multi-domain network, while Dieye et al. [48]
designed a market place where each DM can publish and make
bids for the resources that are needed for multi-domain NFV
orchestration. Therefore, although these studies did model N-
FV in multi-domain networks as non-cooperative/cooperative
games, they are fundamentally different from this work and



the approaches developed in them cannot be leveraged to solve
our service provisioning problems.

Previously, in [28, 29, 49], we modeled the lightpath pro-
visioning in multi-domain EONs with game theory. Neverthe-
less, as both IT and spectrum resources need to be allocated,
the provisioning of VNF-SCs in EC-EONs is much more
complex than serving lightpaths in multi-domain EONs. For
instance, the choice of border nodes to enter/exit domains can
impact the performance of end-to-end VNF-SC provisioning
much more than that of a lightpath, and improper choice
can even make the provisioning of a VNF-SC infeasible.
Hence, the game-theoretic models of the non-cooperative and
cooperative provisioning schemes considered in this work are
also totally different from those developed in [28, 29, 49]. This
further justifies the motivation and novelty of this work.

III. DYNAMIC VNF-SC PROVISIONING IN EC-EONSs

In this section, we first introduce the problem of dynamic
VNF-SC provisioning in a multi-domain EC-EON, then ex-
plain the network model of the game theory scenarios in which
the degrees of cooperation among DMs are different, and
finally formulate the game-theoretic analysis mathematically.

A. Problem Description

In an EC-EON, each network service can be set up as a
VNF-SC, which is served by the DMs with either coopera-
tive or autonomous decisions. Specifically, for the VNF-SC,
the DMs need to solve two subproblems simultaneously: 1)
finding proper locations (i.e., cloud DCs or edge-computing
platforms) to deploy/reuse required VNFs, and 2) setting up
lightpaths within or cross domains to connect the VNFs in the
required order. Note that, unlike the study in [32], this work
assumes that the types of VNFs supported in cloud and edge
domains can overlap. As the VNF-SC provisioning consumes
spectrum and IT resources, there are costs to the related DMs.
Meanwhile, if the VNF-SC cannot be provisioned for whatever
reason, the quality-of-service (QoS) of the DMs is degraded.
Hence, the DMs should try to first minimize their costs and
then reduce the overall blocking probability of VNF-SCs.

Fig. 2 shows an example on VNF-SC provisioning in an
EC-EON. Here, we assume that the source and destination
of a VNF-SC are Nodes 1 and 4, which locate in the edge
and cloud domains, respectively, and the complete VNF-SC is
Node 1—VNF-1—VNF-2—Node 4. There are two instances
of VNF-1 running on Nodes 2 and 7, respectively, while the
instances of VNF-2 are both running in the cloud domain (i.e.,
on Nodes 3 and 7, respectively). We assume that available
computing capacity of the VNF-2 on Node 7 is much larger
than that of the one on Node 3. The solid and dashed lines in
Fig. 2 denote two feasible schemes to provision the VNF-SC.

The DM of the cloud domain will prefer Scheme 2 for
serving the VNF-SC, because it balances the loads of related
VNFs well, which is beneficial for provisioning future VNF-
SC requests in the cloud domain. However, the DM of the
edge domain might not like Scheme 2, as it needs to set up
a lightpath that consumes more optical spectra in the edge
domain than that in Scheme 1. Hence, if the VNF-SC is served
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Fig. 2. Example on provisioning of inter-domain VNF-SCs in EC-EON.

by the DMs with autonomous decisions, they might not reach
a consensus due to their conflicting interests, which might lead
to the VNF-SC being blocked. On the other hand, if the DMs
are coordinated with a centralized orchestrator, the VNF-SC
can be served with Scheme 1 or Scheme 2, depending on the
actual optimization goal of the orchestrator, but the interest of
either the cloud domain or the edge domain will be sacrificed.

B. Game-Theoretic Network Model

We model the topology of an EC-EON that consists of [V
domains as G = {G,,(Vy,, Ep, Q) n € [1, N}, where V, and
F,, denote the sets of nodes and fiber links in the n-th domain,
and (2, stores the types of VNFs that can be supported in the
domain. Here, we assume that the first domain (n = 1) is the
cloud domain and the remaining ones are edge domains. There
are three types of nodes in each domain G,,(V,,, E,,,): 1)
computing nodes (VY C V,,), each of which consists of a
computing facility (i.e., a DC in the cloud domain or an edge-
computing platform in edge domains) and an optical switch,
2) border nodes (V¢ C V), each of which connects to at
least one inter-domain fiber link, and 3) switch nodes, each
of which only includes an optical switch (i.e., VNFs cannot
be deployed on it). Note that, a node can simultaneously be
a computing node and a border node (e.g., Nodes 2, 3 and
7 in Fig. 2), and it can also be a switch node and a border
node at the same time. For a computing node (v € V9), its IT
resource capacity is C, units, for carrying VNFs. Considering
the domain heterogeneity, we assume that there are more
computing nodes in the cloud domain and the IT resource
capacity of each computing node in the cloud domain is much
larger than that in the edge domain. The spectra on each link
e € F,, can be allocated according to the flexible grids [50],
i.e., being divided into C. 12.5-GHz frequency slots (FS’),
each of which provides a capacity of 12.5 Gbps.

A VNF-SC request is denoted as r = {s, d, F, b, At}, where
s and d are its source and destination nodes, F' is the required
VNF-SC, and b and At represent its bandwidth demand in
Gbps and life-time, respectively. If s and d are in different
domains, the VNF-SC request is an inter-domain one, and an
intra-domain one otherwise. The VNF-SC can be denoted as
F = [f1, -+, fk], where K is the total number of VNFs
in it, and fi(k € [1, K]) is the k-th VNF that traffic needs
to be steered through. We assume that the provisioning of
each inter-domain VNF-SC only involves two domains (i.e.,
the cloud domain and an edge domain), because it is the most



common case in EC optical networks [4, 23]. Then, for an
inter-domain VNF-SC F = [fy,---, fk], we select the first
K, VNFs from those that can only be supported in the source
domain, the last K5 VNFs from those that are dedicated to the
destination domain, and the remaining (K — K; — K3) VNFs
from those that can be deployed in both domains. The rationale
behind the settings of edge-only and cloud-only VNFs is that
certain VNFs should only be deployed in the edge or cloud
domain due to their QoS requirements or resource demands.
For example, latency-sensitive VNFs have to be deployed in
the edge domain, while the VNFs that are compute-intensive or
storage-intensive can only be instantiated in the cloud domain,
for getting sufficient IT resources.

As shown in Fig. 1, each domain in an EC-EON is man-
aged by a DM, which calculates several feasible provisioning
schemes (i.e., the placement of required VNFs and the RSA
of the lightpaths that connect the VNFs in its domain) upon
receiving an inter-domain VNF-SC request. Specifically, each
feasible provisioning scheme is defined by a border node'
to the peer domain of the inter-domain VNF-SC. For in-
stance, in the source domain, the DM computes each feasible
provisioning scheme from the source node s to each of
the border nodes to the destination domain. Each feasible
provisioning scheme should satisfy the common constraints
used in provisioning VNF-SCs in an inter-DC EON [17],
and thus it can be obtained by leveraging the well-known
algorithms in the literature. Specifically, this work combines
the longest-common-subsequence-based algorithm (LCS) [17]
(i.e., for VNF placement) and the fragmentation-aware RSA
(FA-RSA) [10] (i.e., for lightpath setup).

For an inter-domain VNF-SC request r, if we assume that
the indices of its source and destination domains are n; and no
(n1,n2 € [1, N]), the feasible provisioning scheme obtained
by DM n; related to a border node v € V7 is referred to
as Sy, v, and the similar definition is given to .S, ,, for the
feasible provisioning scheme related to a border node u € V|
in the no-th domain. Then, by concatenating the possible pairs
of feasible provisioning schemes in the source and destination
domains, we obtain the whole solution space for serving r as

Sr = {Sn1,v, Y €V, } X {Snpu, Yu eV, }. (1)

Then, based on the solution space in Eq. (1), this work
considers three dynamic VNF-SC provisioning scenarios with
different degrees of cooperation among DMs:

o Full Cooperation: The DMs in EC-EON are coordinated
by a global orchestrator, which will check all the possible
end-to-end (E2E) provisioning schemes in S, for a VNF-
SC request r and instruct the related DMs to serve r with
the one whose cost is the smallest. We will define the cost
of a provisioning scheme in the following discussions.

IThe reason why we only consider each feasible provisioning scheme
to/from a border node is that the domains can be owned and operated by
different operators, and thus optical-to-electrical-to-optical (O/E/O) conver-
sions have to be applied on both ends of each inter-domain link to protect
domain autonomy and privacy [51]. Hence, for an inter-domain VNF-SC, the
actual spectrum assignment on each related inter-domain link is trivial, i.e.,
the VNF-SC can be provisioned over the inter-domain link as long as it has
sufficient spectrum resources to carry the bandwidth demand.

e Non-cooperative Game: The two related DMs compete to
protect their own interests during the provisioning of each
VNF-SC request . This forms a non-cooperative game
between the two DMs, and each DM figures out the best
provisioning scheme in its domain, with which no DM
can decrease the price of its effort in the provisioning
of r by changing its provisioning scheme unilaterally. In
other words, the DMs determine the E2E provisioning
scheme of r based on the non-cooperative game’s Nash
equilibrium [52]. Here, the price of a DM’s provisioning
scheme is calculated based on the cost of the provisioning
scheme, and we will define it in the next section. Hence,
the provisioning scheme of r is obtained in the distributed
manner, where the DMs only exchange the prices of their
feasible provisioning schemes but do not need to disclose
the actual provisioning schemes to competing peers.

e Cooperative Game: The two related DMs are willing to
negotiate to improve the provisioning quality of each
VNF-SC request r, but they still want to protect their
own interests during the provisioning. This forms a
Nash bargaining [53] between the two DMs, which is a
cooperative game in which the players seek for a mutual
agreement that is beneficial to all of them. Therefore,
the E2E provisioning scheme of r is still obtained in the
distributed manner, and the DMs still only exchange the
utilities of their feasible provisioning schemes.

When serving a VNF-SC request 7, a related DM n normally
needs to consider the cost from the resource utilization in its
domain. In other words, the cost to DM n becomes smaller
when 7 uses less resources and impacts the balance of resource
usage in its domain less. To this end, we define the cost of a
feasible provisioning scheme of r in the domain of DM n as

On,o =Ns + B - hops(Sn,v) + At +1e - C(Sn,v) - At
+ 7a - dply(Snv),

where S, , denotes the feasible provisioning scheme of 7,
which is defined by a border node v in the n-th domain, B is
the number of FS’ for supporting the bandwidth demand b of r,
hops(Sy,,) is the number of fiber links used in .S, ,,, C'(Sy )
tells the total IT resources used by Sy, », dply(S,, ,) returns the
number of newly-deployed VNFs in S, ,,, and 7, 7., and 74
are the unit prices of FS usage, IT resource consumption, and
VNF instantiation, respectively. We simply add the three terms
in Eq. (2) because they are independent cost components.

(@3]

IV. DESIGN OF GAME-THEORETIC ALGORITHMS

In this section, we analyze the VNF-SC provisioning sce-
narios of non-cooperative and cooperative games, and design
algorithms for DMs to obtain E2E provisioning schemes.

A. VNF-SC Provisioning based on Non-cooperative Game

For the dynamic VNF-SC provisioning scenario that is
based on a non-cooperative game, our previous work in [32]
oversimplified it as a bimatrix game. The model was not prac-
tical enough because it ignored the case where the cloud and
edge domains in an EC-EON can support overlapping types
of VNFs and did not address the non-cooperative interactions



between the DMs. Therefore, in the following, we model the
scenario as a non-cooperative game that is more practical.
First of all, we notice that for each inter-domain VNF-SC
request r, the DM of its source domain is the one who submits
it to the control plane of EC-EON, while the DM of its destina-
tion domain is the one who responses to the demand. This can
be modeled as a Stackelberg game [33], which involves two
players (i.e., a leader and follower) and has the players interact
sequentially to make decisions independently based on their
own interests. Specifically, the two DMs in the Stackelberg
game generally need to accomplish two tasks for serving
r: 1) determining how to distribute the VNFs in its VNF-
SC F = [f1, -+, fk] in the two domains, and 2) finalizing
the E2E provisioning scheme of r. Therefore, we design the
Stackelberg game to include two stages, corresponding to the
two tasks, respectively, based on the prices of DMs’ effects.
In Stage 1, the leader DM (i.e., the DM of the source
domain of r) tries to determine how to allocate the VNFs in its
VNE-SC F = [f1,---, fKk] to the two domains. As we have
explained before, for F, the first K; VNFs should be those that
can only be supported in the source domain, the last K5 VNFs
should be those that are dedicated to the destination domain,
while the remaining (K — K; — K3) VNFs can be deployed
in either the source domain or destination domain. Hence, the
middle (K — K7 — K5) VNFs in F define the solution space
T" of Stage 1, and if the leader DM would like to place one
VNF in them in the follower DM’s domain, it needs to pay the
price of renting the required IT resources there for the VNF.
Specifically, the solution space I' contains (K — K7 — Ko+ 1)
schemes for allocating the VNFs in F' to the two domains. The
m-th scheme in T can be simplified as [F5,, F%], where F
and F¢ are the middle (K — K; — K») VNFs allocated to the
source and destination domains, respectively, and to use this
scheme, the price paid by the leader DM can be calculated as

Om= Y (1+p)-n.-C(fi)- At 3)

fLEFS,

where p denotes the price ratio, 7. is the unit cost of IT
resources in the destination domain, and C'(fy) tells the IT
resource utilization of VNF fj.

Then, in Stage II, the follower DM (i.e., the DM of the
source domain of r) tries to finalize the E2E provisioning
scheme of r based on the leader DM’s decision. Specifically,
it chooses a border node v € V7, to finalize the provisioning
scheme for r in its domain. Here, we assume that the leader
and follower DMs are the ni-th and ns-th DMs in the EC-
EON. When the provisioning scheme in the destination domain
is chosen, the leader DM can simply select the provisioning
scheme in its domain by finding the one that can connect to v
through an inter-domain link and has the smallest cost. Note
that, the choice of the leader DM in Stage II will not affect
the decision of the follower DM, because it is determined after
the follower DM has made its decision.

Therefore, the outcome of the Stackelberg game can be
represented with the results of the two stages, i.e., m and v,
and we denote it as a strategy profile (m,v). Then, with Egs.
(2) and (3), we can calculate the prices of the DMs’ efforts

for serving r with strategy (m,v) as

Unl = 6711,11, + ema
UTL2 = 5712,1) - 6777,7

Leader DM,

4
Follower DM, @)

where u € V7 is the border node selected by the leader DM.

Next, we design the game-theoretic algorithm for the DMs
by considering Stage 11 first. We can see that with the solution
m chosen by the leader DM in Stage 1, the follower DM needs
to solve the following optimization.

Un27
st. veV,,.

Minimize

(&)

This optimization can be easily solved in linear time O(|V,s,|)
by checking each border node in V7, . Then, if we loop through
each VNF allocation scheme in I', we can obtain the optimal
responses of the follower DM to all the allocation schemes
and store the optimal strategies {(m,v)} in set A. Then, the
leader DM solves the optimization below in Stage 1.

Minimize Uy,

s.t. (m,v) € A. ©

To this end, it can be seen that the optimal decisions of the
DMs (m*,v*) defined by Eqgs. (5) and (6) actually represent
the Nash equilibrium of the Stackelberg game. Specifically, the
Nash equilibrium of the non-cooperative Stackelberg game is
the strategy profile in which no DM can decrease its price by
changing its decision unilaterally [53].

Theorem 1. The non-cooperative Stackelberg game between
DMs has a pure-strategy Nash equilibrium.

Proof: In the Stackelberg game, the leader and follower
DMs operate in the sequential manner, and thus the follower
DM always knows all the feasible strategies of the leader
DM, and vice versa. Hence, it is an extensive-form game
of perfect information [52]. Meanwhile, the solutions to the
optimizations in the two stages are both discrete and finite.
To this end, the Stackelberg game defined by Egs. (5) and
(6) is a finite extensive-form game with perfect information,
and according to [54], such a game has a pure-strategy Nash
equilibrium, i.e., a deterministic strategy. |

As there always exists a pure-strategy Nash equilibrium for
the Stackelberg game between DMs, we can find the Nash
equilibrium by leveraging the technique of backward induction
[55]. Algorithm 1 shows the overall procedure of our algorithm
to calculate the Nash equilibrium, which is an exact algorithm.
Lines 1-4 are for the initialization. The for-loop of Lines 5-8
find the optimal strategy of the follower DM in response to
each specific solution m from Stage 1. All the pairs of the
optimal strategy v and its corresponding m are stored in set
A (Line 7). Finally, Lines 9-14 check all the strategies in A to
find the solution of the optimization in Stage I (i.e., (m*, v*)),
which is just the Nash equilibrium for the two DMs to obtain
the E2E provisioning scheme of VNF-SC request r. The first
for-loop traverses the whole solution space I, thus with a time
complexity of O((K — K — Ko +1)-|V,e |), which equals the
number of VNF allocation schemes multiplied by the number
of inter-domain connection schemes from the perspective of
the follower domain. The second for-loop determines the



actual VNF allocation scheme and has a time complexity of
O((K — K1 —K3+1)). Therefore, the overall time complexity
of Algorithm 1is O((K — K1 — Ko +1) - [Vg |).

Algorithm 1: Get Nash equilibrium of Stackelberg game

Data: an inter-domain VNF-SC request r.

Output: Nash equilibrium (m*,v*) for serving 7.

store indices of leader and follower DMs in n; and no;
get the whole solution space for serving r with Eq. (1);
get solution space I" for Stage I based on F', K7 and Ko;
A =0, Uynin = +0o0;

for each allocation scheme m € T do

solve the optimization in Eq. (5) with m to get the
best border node v in the follower DM’s domain;

7 insert strategy (m,v) into A;

8 end

9 for each strategy (m,v) € A do

10 calculate U,,, by applying (m,v) to Eq. (4);

1 if U,,, < Unin then

12 ‘ Umin = Upn,, m* =m, v
13 end

14 end

A U1 AW N -

Fig. 3 shows an illustrative example to explain the procedure
of the backward induction in Algorithm 1. Specifically, the
decision process in the Stackelberg game, which is a finite
extensive-form game with perfect information, can be repre-
sented with the decision tree in Fig. 3. Here, the numbers
in each parentheses are for (Up,,U,,), i.e., the prices of
the leader and follower DMs, respectively. We can see that
the solution space of Stage I contains two solutions (mq
and my), which suggests that there is only one middle VNF
(K —Kq— Ky =1)in the VNF-SC F of r, while the solution
space of Stage 11 includes four border nodes ({v1, v, V3, v4}).
The algorithm first finds the optimal strategies of the follower
DM for my and ms. More specifically, for mq, the optimal
strategy is (mq,v1), which leads to the smallest U,,, of 0.5,
and for mo, the optimal strategy is (ms,vs), which leads to
the smallest U, of 2.5. Next, for the two optimal strategies
(mq,v1) and (mg,v3), the lead DM compares its prices in
them and selects (mq,v3) because it provides a smaller U,
of 0.4. Finally, the DMs finalize the E2E provisioning scheme
of r with the strategy in the Nash equilibrium (ms,v3).

Note that, due to competition between the two DMs, the
Nash equilibrium of the non-cooperative game might not point
to the solution that is optimal to both parties (i.e., the Pareto
optimal) [33]. For instance, in the example in Fig. 3, the Pareto
optimal is (my, va), which provides the prices of U,, = 1.9
and U,, = 0.6 and represents the E2E provisioning scheme
whose total cost is the smallest.

B. VNF-SC Provisioning based on Cooperative Game

Although the non-cooperative game discussed in the pre-
vious subsection helps to protect the interests of DMs to the
maximum extent, its Nash equilibrium might not point to the
Pareto optimal of inter-domain VNF-SC provisioning (such as

—— Nash Equilibrium

> Backward Process

—— Pareto Optimal

(2.1,0.5)(1.9,0.6) (3.6,1.1) (3.7,1.8) (0.9,2.7)(0.3,2.6)(0.4,2.5) (0.9,2.9)

Fig. 3. Example on the backward induction to find Nash equilibrium of a
non-cooperative Stackelberg game.

the case in Fig. 3). This motivates us to consider the dynamic
VNF-SC provisioning based on a cooperative game, where
the two related DMs are willing to negotiate to improve the
quality of the E2E provisioning scheme of each inter-domain
VNF-SC request r, under the consensus that their interests
should be protected. Therefore, the DMs need to perform a
Nash bargaining [53] for the VNF-SC provisioning.

The problem of our Nash bargaining is defined by two
basic elements, which are the set of the utilities that DMs
can achieve when they agree to cooperate, and the disagree-
ment point if they fail to reach an agreement [53]. For an
inter-domain VNF-SC r, if its provisioning involves the n-
th DM, all the feasible provisioning schemes in its domain
are {S,,, Yv € V?}, each of which associates a cost J,, ,
according to Eq. (2). The maximum/minimum of the costs are

max
{%,v = max (0n,0),

min __ .
571,,1’ - 1}2%}} (6”711)’

N

Then, we define the utility, which can be achieved by DM n
if it selects .S, ,, for r in its domain, as

ma
6;1,1;){ - 67L,v

R — o

Unpw = ®)
We can see that a larger utility suggests a better provisioning
scheme for the DM. Therefore, in the Nash bargaining, each
DM tries to maximize its utility through cooperation. Then,
we can denotg the utility set as U = {U,,, : Up,p > U, v €
V.¢}, where U, denotes the utility of the disagreement point
(i.e., the utility that DM n can get if it decides not to be
cooperative). Based on the theory of Nash bargaining [53],
the solution of a Nash bargaining is the Pareto optimal, and
it is proven to be unique. Specifically, the solution can be
obtained by solving the following optimization [56].

Maximize H (Un,v - ﬁn) )
ne{ni,na}
st. veVy, ©)
Unw > Un,

where we still assume that the two related DMs are the
ni-th and ny-th DMs in the EC-EON. The optimization in
Eq. (9) can be solved exactly by checking all the possible
E2E provisioning schemes in the solution space for serving r
defined in Eq. (1), with a time complexity of O(S,.). The Nash
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Fig. 4. EC-EON topology used in simulations (indices of inter-domain links
are marked with blue numbers).

bargaining solution is the unanimous agreement between DMs
on the provisioning of inter-domain request, by which we can
characterize the outcome of DMs when they cooperate.

V. PERFORMANCE EVALUATIONS

In this section, we perform simulations for a comprehensive
game-theoretic analysis of dynamic VNF-SC provisioning in
EC-EONs, to compare the three provisioning schemes whose
degrees of cooperation among DMs are different.

A. Simulation Setup

The simulations consider an EC-EON with the two-domain
topology in Fig. 4, where the border nodes are marked with
red cycles. We assume that each fiber link in the topology can
accommodate C, = 358 FS’, according to the bandwidth of
C-band. Half of the nodes in each domain are assumed to be
computing nodes and their locations are randomly chosen as
shown in Table I, where the IT resource capacity of computing
nodes in the cloud domain is set much larger than that in the
edge domain to emulate the case in EC-EONs. We set the
number of VNF types that can be supported in the EC-EON as
7, according to the commonly-used VNF types in the literature
[57], and the types of VNFs that can be deployed in the cloud
and edge domains are listed in Table I.

The information about each inter-domain VNF-SC request
r ={s,d, F,b, At} is also shown in Table I, where the source
s and destination d are randomly selected in the two do-
mains, respectively. In each simulation, VNF-SC requests are
dynamically generated according to a Poisson traffic model,
which sets the average life-time (At) as 10 time-units, and
the distribution of the required VNFs in the VNF-SCs is set as
[VNF-1 : VNF-2 : VNF-3 : VNF-4 : VNF-5 : VNF-6 : VNF-7]
=[12:16 : 12 : 15 : 16 : 10 : 10]. Then, by changing the
average interval between the arrivals of VNF-SC requests, we
can simulate different traffic loads. In Table I, we introduce
the price ratio p for the IT resource usages of VNFs according
to the “pay-by-usage” scenario in Eq. (3), which is used by a
number of cloud providers (e.g., Amazon [58]). To normalize
the cost in Eq. (2), the unit prices are set as ns = m,
Ne = ﬁ‘/ﬁl and ng = Wl\"ﬁ\ (i.e., the reciprocals of total
resource amounts). Note that, as we assume that in the cloud
domain, there are more computing nodes (i.e., larger |V,2|)

TABLE I
SIMULATION PARAMETERS

Multi-domain Topology

G ={(G1,G2)} Cloud domain: G1, Edge domain: G
Ce 358
Nodes in EC-EON
\%% Nodes {1,2,3,4,6,7,12}
C, in cloud 3000 units
Vy Nodes {2,3,6,7,8}
Cy in edge 1500 units
Ve Nodes {1,2,3,4}
Vy Nodes {6,9,10}
VNF types in cloud | {1,2,3,4,5}
VNF types in edge | {4,5,6,7}
VNEF-SC Requests
b [1,10] FS’
|F| [1,6] VNFs
C(fr), fe€eF [12.5,62.5] units
Average of At 10 time-units
P 0.3

TABLE II
AVERAGE RUNNING TIME OF ALGORITHMS PER REQUEST (SECONDS)

Provisioning Schemes ‘ FC ‘ NCG ‘ CG
| 0.0984 | 0.1022 | 0.1029

Running Time

and the IT resource capacity of each computing node (i.e.,
C,) is also much larger, the unit price of IT resource usage
in the cloud domain will be much lower than that in the edge
domain, which is in line with the actual cases in edge-cloud
environment [3]. To ensure sufficient statistical accuracy, we
perform 5 independent runs, average them to get each data
point in the simulations, and plot the 95% confidence intervals.

B. Performance on Blocking Probability

We first compare the performance of non-cooperative game,
cooperative game, and full cooperation (i.e., the traditional
centralized scheme) based VNF-SC provisioning schemes in
the EC-EON, in terms of request blocking probability. For
convenience, we refer to the three provisioning schemes as
NCG, CG, and FC, respectively, in the following discussions.

First of all, we assume that all the VNF-SC requests in
the EC-EON are inter-domain ones. Table II lists the average
running time taken by the VNF-SC provisioning algorithms
for each inter-domain request. It can be seen that the average
running time of NCG and CG is only slightly longer than
that of FC, and the average running time is all around 0.1
second, which satisfies the requirement of dynamic service
provisioning in EC-EONs. We plot the results on blocking
probability in Fig. 5(a). As expected, the blocking probability
of FC is the lowest, which is followed by that of CG, while
the blocking performance of NCG is the worst (actually much
worse than that of FC and CG). These results confirm that
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Fig. 5. Results on blocking probability.

improving the degree of cooperation among DMs helps to
reduce the blocking probability in EC-EONs. Meanwhile, we
notice that the results on blocking probability from CG and FC
are very close, which suggests that even though CG protects
the autonomy of DMs, it will not cause severe performance
degradation on blocking probability.

Next, we further analyze the blocking performance of the
schemes by considering a more realistic scenario where there
are both inter-domain and intra-domain requests in the EC-
EON, with a ratio of 2 : 1. Fig. 5(b) shows the overall
blocking probability, while the blocking probability of intra-
domain requests in edge and cloud domains is plotted in Fig.
5(c). This time, it is interesting to notice that the blocking
probability of CG becomes the lowest in Fig. 5(b), and the gap
between the results from FC and NCG decreases significantly.

This phenomenon can be explained as follows. Although FC
can always obtain the global view of the EC-EON to optimize
the provisioning of each VNF-SC request, it does not pay
much attention on maintaining balanced resource utilization
in each domain. Therefore, FC can lead to excessive blocking
of intra-domain requests, especially in the edge domain where
IT and spectrum resources are much less abundant, and this
pushes up its overall blocking probability. On the other hand,
CG leverages the Nash bargaining between the DMs to protect
their own interests, and thus the resource utilization in each
domain can be balanced after each VNF-SC provisioning,
which helps to reduce the overall blocking probability.
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I Spectrum Blocking (Cloud Domain)
Il Spectrum Blocking (Edge Domain)
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(a) Distribution of blocking reasons with FC
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Fig. 6. Reasons of VNF-SC request blockings.

The analysis above can be verified by the blocking probabil-
ity of intra-domain requests in Fig. 5(c). It can be seen that the
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blocking probability of FC in the edge domain is the highest.
This is because FC does not apply any protection on the
interest of each DM, and thus it can exploit the less dominated
party (i.e., the edge domain since its IT and spectrum resources
are much less) too much. On the other hand, Fig. 5(c) also
shows that the blocking probabilities of NCG are always much
lower than those of FC and CG, in both the edge and cloud
domains. This confirms that NCG protects the interest of each
DM the best. However, the protection applied by NCG is too
much, i.e., the DMs are too selfish to cause excessive blocking
of inter-domain requests, which is the reason why the overall
blocking probability of NCG in Fig. 5(b) is still the highest.

To this end, the results in Figs. 5(b) and 5(c) suggest that
CG achieves the best tradeoff between domain autonomy and
blocking performance, and thus it can perform the best in
terms of blocking probability in an EC-EON where both inter-
domain and intra-domain VNF-SC requests exist. Finally, Fig.
5(c) indicates that the performance gaps among the three
schemes are much smaller in the cloud domain than in the
edge domain, respectively. This is because the resources in the
cloud domain are much more abundant, and thus unbalanced
resource utilization there has a smaller impact on the blocking
probability of intra-domain requests.

We then investigate the actual reasons of request blockings
in the EC-EON. Specifically, for each inter-domain request, it
can be blocked due to two reasons: 1) the spectrum resources
in domains or on inter-domain links are not enough (namely,
spectrum blocking), and 2) the IT resources in domains are
insufficient (namely, IT blocking). Fig. 6 shows the distribu-
tions of blocking reasons with the three provisioning schemes.
We can see that the majority of the request blockings with FC
are due to IT blocking, with an average ratio of 67.7%, while
spectrum blocking on inter-domain links is the major cause of
request blockings with NCG and CG, contributing to 97.8%
and 60.1% of their request blockings on average, respectively.
Hence, FC optimizes the spectrum usage on inter-domain links
the best, which is well expected because it always uses the
global view of the EC-EON to serve inter-domain requests.
Meanwhile, as NCG and CG both focus on protecting the
interest of each domain and do not pay much attention on
inter-domain links, they encounter resource bottlenecks there.

Fig. 7 shows the distributions of source domains of blocked

inter-domain VNF-SC requests. We observe that with FC and
CG, the source domains of the blocked requests generally
distribute equally between the cloud and edge domains, i.e.,
the ratios of the blocked requests that use the cloud domain
as their source domains are 49.5% and 49.4%, respectively.
As we choose the source domain of each request randomly in
the simulations, these results suggest that FC and CG do not
treat inter-domain requests differently based on their source
domains. As for NCG, the ratio of the blocked requests that
use the cloud domain as their source domains is 64.6%. This
actually confirms the effectiveness of our proposed algorithm
for NCG. Specifically, our algorithm allows the less dominated
party (i.e., the edge domain) to reject more requests originating
from the dominated party for protecting its own interest.
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Fig. 8. Resource demands of blocked VNF-SC requests.

Fig. 8 illustrates the characteristics of the blocked requests
in terms of their resource demands. In Fig. 8(a), we can see
that NCG tends to block the requests whose spectrum demands
are relatively large, to protect the interest of each domain and
reserve certain spectrum resources for intra-domain requests.
On the other hand, FC is more likely to block an inter-domain
request if its IT resource demand is larger (as shown in Fig.
8(b)), because IT blocking is the major reason for the request
blockings with FC (as indicated in Fig. 6(a)). In both Figs.
8(a) and 8(b), CG performs in between NCG and FC, showing
good balance of spectrum and IT resource usages with it.
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Fig. 9. Average cost per served request.

C. Performance on Resource Utilization

Next, we compare the costs and resource usages of the three
schemes. Fig. 9 plots the average cost per served inter-domain
VNF-SC request in each domain, which is calculated with Eq.
(2). It can be seen that the overall cost with FC is the highest,
mainly due to the highest average cost in the edge domain.
This is because FC tries to use global optimization to minimize
the blocking probability of requests, but does not pay much
attention on reducing the cost of each served request. Since
NCG lets the DMs compete for lower provisioning costs in
their own domains, its average cost is generally the lowest
among the three schemes, especially in the edge domain.
Meanwhile, because the resources in the cloud domain are
abundant, the average costs with NCG and CG in it are similar,
and when the traffic load is relatively large (i.e., higher than
170 Erlangs), the average cost with CG can even be slightly
smaller. This is because CG can provision more requests than
NCG, and thus at a higher traffic load, it can make more
requests share the deployed VNFs, which helps to reduce its
average cost to certain extent, especially for high traffic loads.

Fig. 10 shows the average resource usages in the domains.
In Fig. 10(a), FC provides the highest spectrum usages in the
domains, of which the spectrum utilization in the edge domain
is higher, because of the global optimization conducted by it.
NCG achieves almost the same spectrum utilizations in the
cloud and edge domains, which once again verifies that our
proposed algorithm can effectively protect the interest of each
domain. Meanwhile, compared with FC, CG also reduces the
gap between the spectrum utilizations in the two domains.

The results on average IT resource usage are plotted in
Fig. 10(b), which still indicates that FC generally provides the
highest IT resource usages in the domains. However, this time,
the gaps between the IT resource usages in the cloud and edge
domains with NCG and CG are actually much larger than that
with FC. This is because the IT resources in the cloud domain
are much more abundant than those in the edge domain. Note
that, for both NCG and CG, the IT resource usage in the edge
domain is smaller than that in the cloud domain, while the
situation is opposite with FC. This suggests that FC actually
exploits the edge domain too much. On the other hand, by
deploying more VNFs in the cloud domain when provisioning
inter-domain requests, NCG and CG can effectively reduce the
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Fig. 10. Average resource utilizations in domains.

IT resource usage in the edge domain to protect its interest.

Then, we analyze the spectrum usages on inter-domain
links and the usages of different types of VNFs. The average
spectrum usage of each inter-domain link is plotted in Fig.
11. As for NCG, DMs make decisions independently based
on their utilities and try to minimize their own provisioning
costs. Therefore, the spectrum resources on inter-domain links
cannot be used as effectively as in the cases with FC and
CG. Fig. 12 shows the total capacity of each type of VNFs
deployed by each scheme in the cloud domain, when the traffic
load is 140 Erlangs. We can see that NCG and CG instantiate
more VNFs whose types can be supported in both the cloud
and edge domains (i.e., VNF-4 and VNF-5), suggesting that
they try to use more IT resources in the cloud domain when
provisioning inter-domain requests. This further justifies our
analysis on the results in Fig. 10(b).

D. Evaluations on Universality

Finally, we perform more simulations to verify that the anal-
ysis and conclusions above on our game-theoretic algorithms
are generic. First, we double the capacity of each inter-domain
link (i.e., C, = 716 FS’), because it is the main reason of
request blocking with CG and NCG, as shown in Fig. 7.
We plot the results on blocking probability in Fig. 13. Fig.
13(a) shows that the blocking performance of NCG becomes
better than that in Fig. 5(a). Moreover, we observe that NCG
even performs as good as CG in terms of overall blocking
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probability. This further confirms the effectiveness of CG and
NCG on protecting the interest of each domain.

Then, we change the allocation of VNF types in the cloud
and edge domains by setting K — K1 — Ky = 4 (i.e., the
VNF types that can be supported in the cloud and edge
domains are {1,2,3,4,5,6} and {3,4,5,6,7}, respectively).
The results on blocking probability are shown in Fig. 14,
which follows the similar trends as those in Figs. 5(a) and
5(b). Meanwhile, we can see that compared with that in Fig.
5(a), the blocking probability of NCG increases in Fig. 14(a).
This is due to the fact that more overlapped types of VNFs
lead to more conflicts that the cloud and edge domains may
encounter when provisioning inter-domain VNF-SCs. We also
observe a decrease of blocking probability of FC, when being
compared to the results in Fig. 5(a). This is because more
overlapped types of VNFs also bring more flexibility in terms
of IT resource utilization to FC. In all, the results in Figs. 13
and 14 confirm that the general validity of our conclusions
in previous subsections still hold, with respect to different
settings of border links and VNF allocations.

VI. CONCLUSION

In this paper, we performed comprehensive game-theoretic
analysis of dynamic inter-domain VNF-SC provisioning in a
multi-domain EC-EON. We first formulated the problem as
a non-cooperative game, and designed an algorithm to find
the Nash equilibrium for inter-domain VNF-SC provisioning.
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Fig. 13. Results on blocking probability with Ce = 716.

Then, we considered the cooperative provisioning scheme
where the DMs can reach an agreement for mutual benefit, and
modeled it with Nash bargaining. Finally, with extensive sim-
ulations, we compared the performance of the non-cooperative
(NCG), cooperative (CG), and centralized (FC) provisioning
schemes in EC-EONSs. The simulation results indicated that 1)
both NCG and CG take care of the autonomy of DMs, and
they can balance the resource utilizations in the cloud and
edge domains better than FC, to protect the interest of each
DM, and 2) CG achieves the best tradeoff between domain
autonomy and blocking performance, and can outperform FC
in terms of blocking probability when both inter-domain and
intra-domain VNF-SC requests exist in an EC-EON.
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