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Abstract—The rapid development of emerging network ser-
vices are shifting the major communication scheme in metro-
aggregation networks from unicast to in-cast and multicast,
which has promoted the development of the point-to-multipoint
coherent optical transceivers (P2MP-TRXSs). Meanwhile, for its
cost-effectiveness and energy-efficiency, filterless optical network
(FON) has been considered as a promising optical infrastructure
for metro-aggregation networks, and it is naturally compatible
with P2MP-TRXs because they both rely on the broadcast-and-
select scheme for communications. In this paper, we study the
problem of survivable multilayer planning of FONs with P2MP-
TRXs and design algorithms to ensure that the planned FON
can protect itself against single-link failures. We first formulate
a mixed integer linear programming (MILP) model to jointly
optimize the routing of working and backup lightpaths of traffic
demands, and the allocation of P2MP-TRXs, assignment of
subcarriers (SCs) to P2MP-TRXSs, spectrum assignment on fiber
trees for setting up the lightpaths, such that the capital expendi-
tures (CAPEX) of the planned FON is minimized. Then, to solve
the problem more time-efficiently, we propose a polynomial-time
heuristic based on auxiliary graphs (AGs) and lightpath grouping.
Extensive simulations verify the performance of our proposals
and indicate that they can outperform existing benchmarks.

Index Terms—TFilterless optical networks, Point-to-multipoint
transceivers, Survivable multilayer network planning.

I. INTRODUCTION

OWADAYS, the Internet is under rapid development to
adapt to the explosion of emerging network services,

and the rising of 5G communications, cloud computing and
data-center networks (DCNs) has put great pressure on the
underlying infrastructure of the Internet, i.e., fiber optic net-
works, especially for the metro segments [1-3]. Therefore,
network operators are continuously looking for more cost-
effective optical networking technologies to improve flexibility
while reducing capital expenditures (CAPEX) and operating
expenses (OPEX). For instance, flexible-grid elastic optical
networking (EON) was proposed and has attracted intensive
interest in the past decade [4—10], as it can make the resource
allocation in the optical layer much more adaptive and effec-
tively improve the spectrum efficiency of data transmissions.
Although previous advances on optical networking tech-
nologies did greatly improve the cost-effectiveness of the
Internet, the ever-growing network services have been gen-
erating new challenges constantly. For example, cloud com-
puting and DCNs have brought in large amounts of in-cast
and multicast traffic, and shifted the major communication
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Fig. 1. Realizing 400 Gbps capacity with (a) a single carrier and (b) DSCM.

schemes in metro-aggregation networks from point-to-point
(P2P) to hub&spoke (H&S) [11-13]. This has promoted
the development of the point-to-multipoint (P2MP) coherent
optical transceivers (P2MP-TRXs) [14]. Specifically, one set
of P2MP-TRXs can realize in-cast and multicast in the up-
stream and downstream directions, respectively, and thus the
optical infrastructure can be effectively simplified, saving both
CAPEX and OPEX [13].

With digital subcarrier multiplexing (DSCM), P2ZMP-TRXs
can slice the capacity of an optical channel adaptively and
enable a single high-rate transceiver (TRX) (i.e., the hub node)
to communicate with multiple low-rate TRXs (i.e., the leaf
nodes) [14]. In a P2MP-TRX, the data transmission is realized
with a set of digital subcarriers (SCs), which do not overlap
in the spectrum domain and can be independently modulated,
grouped, and routed to different destinations [15]. Hence,
P2MP-TRXs further reduce the bandwidth allocation granu-
larity in the optical layer, while maintaining the complexity
and cost of a P2MP-TRX similar to those of a conventional
P2P-TRX that operates at the same maximum line-rate [16].

Fig. 1 illustrates the difference between realizing the same
transmission capacity with a single carrier and DSCM. Specif-
ically, in order to deliver a capacity of 400 Gbps, one can
leverage a single-carrier scheme with dual-polarization and
16 quadrature amplitude modulation (DP-16QAM), which
occupies 64 GHz spectrum, and with the same spectrum
occupancy, he/she can also use a DSCM scheme with 16 SCs,
each of which occupies 4 GHz to achieve a capacity of 25
Gbps with DP-16QAM. Therefore, with the DSCM scheme
in Fig. 1, one 400-Gbps P2MP-TRX at a hub node can easily
establish four 25-Gbps connections respectively with four 100-
Gbps TRXs at leaf nodes, as long as the TRXs at leaf nodes
have been tuned to the right SCs. Note that, the connections
among the hub and leaf nodes can even be realized without any
wavelength-switching components in between, i.e., by using
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Fig. 2. Example on building an FON with P2P-TRXs and P2MP-TRXs.

passive optical splitters/combiners [14].

The operation principle of P2MP-TRXs makes them a good
match for being implemented in filterless optical networks
(FONG5s) [17]. Specifically, FON replaces wavelength switching
elements in wavelength-division multiplexing (WDM) net-
works with passive optical splitters/combiners, and thus can
improve the cost-effectiveness and energy-efficiency of the
optical layer [18]. Without wavelength switching elements,
FON lets the WDM signal enters each of its nodes be broad-
casted to all of the node’s downstream neighbors, and counts
on the TRXs located at the actual destinations to select the
desired WDM channels, i.e., using the “broadcast-and-select”
scheme. Hence, to design one FON with a mesh topology,
one first needs to partition the topology into a few loopless
fiber trees to avoid causing laser-loops due to continuous signal
broadcasting and amplification [18], and meanwhile, there will
be redundant spectrum consumption on the fiber trees because
of the broadcast-and-select scheme. Moreover, as FONs are
based on fiber trees, they are naturally more suitable for
carrying H&S traffic in aggregation-metro networks, saving
CAPEX and OPEX more effectively [19, 20]. Therefore,
building FONs with P2MP-TRXs will be promising.

Apart from the fact that FONs and P2MP-TRXs are nat-
urally compatible because they both use the broadcast-and-
select scheme, the absence of wavelength switching elements
in FONs makes the data transmissions with P2MP-TRXs much
easier, i.e., avoiding the hassle of SC-level optical filtering.
Fig. 2 provides an illustrative example to explain the benefits
that P2MP-TRXs achieve in FONs over P2P-TRXs. The FON
only consists of one fiber tree that connects five nodes, and the
traffic demands are listed in the table in Fig. 2, i.e., two 100-
Gbps demands from Node 1 to Nodes 2 and 4, respectively, and
one 200-Gbps demand from Node 1 to Node 3. The P2P-TRXs
and P2MP-TRXs all use DP-16QAM as their modulation
format. Hence, if the FON is built with P2P-TRXs (as shown
in Fig. 2(a)), we need to allocate one 100-Gbps P2P-TRX on
each of Nodes 1 and 4 for the first demand, and so on so
forth. The data transmission between each pair of 100-Gbps
P2P-TRXs occupies a bandwidth of 25 GHz (i.e., two 12.5-
GHz frequency slots (FS’)). This makes the FON use eight
100-Gbps P2P-TRXs on nodes and 32 FS’ on links, where 18
FS’ are wasted due to the broadcast-and-select scheme.

On the other hand, if we architect the FON with P2MP-
TRXs, only one 400-Gbps hub P2MP-TRX needs to be placed

on Node 1, which respectively works with four 100-Gbps
leaf P2MP-TRXs. We assume that each SC of a P2MP-TRX
occupies 4 GHz and delivers a capacity of 25 Gbps, and then
the first two demands can be supported with 4 SCs and the last
one will need 8 SCs. Therefore, the total bandwidth used by
the 400-Gbps hub P2MP-TRX is 16 x 4 = 64 GHz, which can
be accommodated by six 12.5-GHz FS’ since the SCs and FS’
do not need to use the same central frequency [21]. Then, the
spectrum assignment in the FON becomes that in Fig. 2(b),
which uses 24 FS’ on links, wasting 13 FS’ in total!. Hence,
P2MP-TRXs not only simplify the FON’s configuration but
also reduce redundant spectrum usage in it.

Note that, for an FON that consists of multiple fiber trees, its
network planning to serve a set of traffic demands has to be a
multilayer one. This is because certain source-destination pairs
are not connected in the optical layer as none of the fiber trees
can cover all the nodes [22]. Therefore, the network planning
needs to consider the traffic grooming/degrooming at the edge
of fiber trees. However, to the best of our knowledge, the
comprehensive version of multilayer planning of FONs with
P2MP-TRXs, which needs to jointly optimize the allocation
of P2MP-TRXs, the assignment of SCs to P2MP-TRXSs, the
spectrum assignment on fiber trees, and the routing of traffic
demands, has not been studied in the literature yet. Note that,
although spectrum saving could be less important in FONSs,
designing efficient spectrum assignment schemes to avoid
spectrum waste is still meaningful. This is because spectrum
usage also contributes to CAPEX [23-25]. Meanwhile, a
practical planning should not overlook network survivability,
as fatal failures such as fiber cuts and node failures can
happen everywhere and severely impact network services [26].
Moreover, the damage caused by these failures can even be
amplified when network virtualization [27-29] is in place, i.e.,
the failure of a physical device can interrupt the services of
all the virtual networks that share it [30]. Nevertheless, due to
its complexity, the problem of survivable multilayer planning
of FONs with P2MP-TRXs will be much more challenging.

In this work, we study the problem of survivable multilayer
planning of FONs with P2MP-TRXs and design algorithms to
ensure the protection against single-link failures. We first for-
mulate a mixed integer linear programming (MILP) model to
jointly optimize the allocation of P2MP-TRXs, the assignment
of SCs to P2MP-TRXs, the spectrum assignment on fiber trees,
and the working and backup routing of traffic demands, such
that the CAPEX of the planned FON is minimized. To the best
of our knowledge, such a comprehensive version of survivable
multilayer planning of FONs with P2MP-TRXs has not been
studied in the literature yet. Then, to accelerate the problem-
solving, we design a time-efficient heuristic based on auxiliary
graphs (AGs). Extensive simulations verify the performance of
our proposed algorithms and suggest that they can significantly
outperform the existing scheme designed in [31], which, to
the best of our knowledge, is the only known algorithm that
tackles survivable planning of FONs with P2MP-TRXs.

Here, the spectra received by the leaf P2MP-TRXs on Nodes 2, 3 and 4
are 2, 3 and 2 FS’, respectively, whose sum is more than the 6 FS’ from the
hub P2MP-TRX on Node 1. This is because there are mismatches between
SCs and FS’, and thus SCs to different leaf P2MP-TRXs can share an FS.



The rest of this paper is organized as follows. Section II
surveys the related work. The problem description and MILP
model of the survivable multilayer planning of FONs with
P2MP-TRXs are presented in Section III. Then, we propose
our heuristic algorithm in Section IV, and the performance
evaluations with simulations are discussed in Section V. Fi-
nally, Section VI summarizes the paper.

II. RELATED WORK

Recently, there have been intensive studies on DSCM-
based P2MP-TRXs, and people have demonstrated their per-
formance in both lab environments [32] and field trials [33].
Meanwhile, the techno-economic advantages of P2MP-TRXs
over conventional P2P-TRXs have been analyzed in [34, 35].
The studies in [13, 36] have commented on the structural
compatibility of P2MP-TRXs and FONs, and discussed how
to build FONs with P2MP-TRXs. On the other hand, the
network planning and service provisioning of FONs have
been considered in [23-25, 37, 38]. They suggested that the
establishment of fiber trees, the spectrum assignment on fiber
trees, and the routing of traffic demands are the key factors for
minimizing the redundant spectrum consumption in an FON,
where the establishment of fiber trees limits the solution space
of the remaining two factors. Therefore, the studies in [24,
37, 38] assumed pre-established fiber trees’ and solved the
optimization of the remaining two factors, while the authors
of [23, 25] tried to jointly optimize all the three factors. Xu
et al. [39] addressed the survivability of FONs, and tried to
protect FONs against single-link failures with “1+1” dedicated
path protection (DPP). However, as the studies in [23-25, 37—
39] were all based on P2P-TRXs and did not consider P2MP-
TRXs, their proposals can hardly be leveraged to address the
problem considered in this work.

In order to plan an FON with P2MP-TRXs, one needs to
determine the allocation of P2MP-TRXs, the assignment of
SCs to P2MP-TRXs, the spectrum assignment on fiber trees,
and the routing of traffic demands, and the designed algorithm
should be generic enough to handle mesh topologies. In [13],
the authors studied the planning of FONs with P2MP-TRXs
and confirmed that the planned FONs would be more cost-
effective than those with P2P-TRXs. Nevertheless, the study
only addressed horseshoe topologies and did not optimize SC
and spectrum assignments. Assuming ring topologies, Pavon-
Marino et al. [21] proposed algorithms to jointly optimize the
allocation of P2MP-TRXs, the assignment of SCs to P2MP-
TRXs, and the routing of traffic demands.

The study in [40] addressed the planning of mesh FONs
with P2MP-TRXs for metro-aggregation networks, but did not
optimize the spectrum assignment on fiber trees. Later, in its
follow-up work [31], survivable FON planning with P2MP-
TRXs was considered. However, the algorithm designed in
[31] still has a few limitations. First, it proposed to find two
link-disjoint spanning trees in the physical topology of an FON
as the working and backup fiber trees to protect against single-
link failures. This, however, applies restrictions on the physical

>The fiber trees in an FON have been determined before the network
planning and remain unchanged during network operation.

topology because it might not be feasible to obtain two link-
disjoint spanning trees in an arbitrary mesh topology. Second,
since the algorithm tried to cover an FON with a single fiber
tree, it might have difficulty to adapt to various traffic patterns
other than the H&S ones and did not consider the multilayer
planning that needs to address traffic grooming/degrooming
between fiber trees. This makes the algorithm less generic.
Third, as it just assigned separate P2MP-TRXs to the working
and backup fiber trees, the P2MP-TRXs might not be utilized
efficiently. Last but most importantly, it still did not optimize
the spectrum assignment on fiber trees, and thus did not ad-
dress survivable FON planning in the comprehensive manner.
Hence, to the best of our knowledge, the comprehensive
version of survivable multilayer planning of FONs with P2MP-
TRXs, which involves the joint optimization of the allocation
of P2MP-TRXs, the assignment of SCs to P2MP-TRXSs, the
spectrum assignment on fiber trees, and the working and
backup routing of traffic demands, has not been studied yet.

III. PROBLEM DESCRIPTION

This section first describes the network model of survivable
multilayer planning of FONs with P2MP-TRXs, and then
formulates an MILP model to define the optimization problem.

A. Network Model

We model an FON’s physical topology (i.e., the mesh
layout of its fiber connections) as a graph G(V, E), where V
represents the set of nodes and E is the set of directional fiber
links. Each v € V denotes a filterless optical node, which is
built with passive splitters/combiners and P2MP-TRXs. This
work considers two types of P2MP-TRXs, i.e., the hub and
leaf P2MP-TRXs [14]. For simplicity, we assume that each
leaf P2MP-TRX can only connect to a hub, and operates at
a lower data-rate by only processing the SCs assigned to it.
According to the settings described in [14], we set the feasible
capacities of P2MP-TRXs as {25, 100, 400} Gbps, and assume
that each SC uses DP-16QAM at 4 GBaud to realize a capacity
of 25 Gbps. Therefore, the number of SCs to realize overall
capacities of {25,100,400} Gbps are {1,4, 16}, respectively,
and their spectrum usages respectively become {1,2,6} FS’,
where each FS occupies 12.5 GHz.

To reduce the complexity of the survivable multilayer plan-
ning, we assume that the fiber trees in the FON have been
pre-established, similar to the studies in [24, 37, 38]. Within
each fiber tree, data transmissions use the broadcast-and-select
scheme, and if the source and destination of a traffic demand
reside in different fiber trees, its data transmission needs to
be relayed by P2MP-TRXs at the edge of related fiber trees.
The survivable multilayer planning needs to design an FON
with P2MP-TRXs for serving a set of traffic demands R.
Each demand is modeled as r(s,,d,,b.) € R, where s, and
d, are its source and destination nodes, respectively, and b,
is the data-rate in number of required SCs, where each SC
delivers a capacity of 25 Gbps. To serve the demands in R,
we need to place P2AMP-TRXs on the nodes in V' to carry their
data transmissions, assign SCs to the P2MP-TRXs to ensure
sufficient capacities, and allocate FS’ on the links of each fiber



tree to route each demand correctly. Moreover, to ensure that
the service to each demand is intact during any single-link
failure, we have to plan two link-disjoint routing paths for it
(i.e., the working and back paths), by leveraging DPP [39].

Fig. 3 gives an example on the survivable multilayer plan-
ning of FONs with P2MP-TRXs. As shown in Fig. 3(a), the
FON consists of two pre-established fiber trees, whose links
are marked in blue and black, respectively. Specifically, the
tree in blue (i.e., Tree 1) covers Nodes {1,2,3,4,6} with
Links {1-2,2-3,2-4,4-6}, while the one in black (i.e., Tree 2)
consists of Nodes {1,3,4,5,6} and Links {1-3,3-5,4-5,5-6}.
The table in Fig. 3(a) lists the demands. Fig. 3(b) shows the
allocation of P2MP-TRXs and SCs and working and backup
paths of each demand. Here, we use H® to denote a hub
P2MP-TRX a, while a leaf P2MP-TRX b that connects to it is
labeled as L, each set of hub/leaf P2MP-TRXs is identified
by a color. Note that, each P2MP-TRX only works as either
a hub or a leaf but transmits/receives signals simultaneously.
We also distinguish the SCs assigned to the demands as red,
purple, and yellow for r1, 72, and r3, respectively.

As for r1, the network planning in Fig. 3(b) indicates that its
working path is 1-3 in Tree 2, which is protected by the backup
path 1-2-3 in Tree 1. Since the working and backup paths of
r1 are respectively routed in single fiber trees, we assign it to
use hub P2MP-TRX H' on its source (Node 1), and place a
leaf P2MP-TRX L1 on its destination (Node 3). Meanwhile,
as 1+1 DPP is used and the data-rate of r1 is 125 Gbps, we
need to allocate 5 SCs for the working and backup paths of
r1, respectively, as shown in Fig. 3(b), i.e., 1 consumes 10
SCs on hub P2MP-TRX H' and leaf P2MP-TRXs L1.

The working path of 7 is 1-3-5, which is only routed in
Tree 2. However, its backup path cannot be routed in a single
fiber tree, and takes 1-2-4 in Tree 1 and 4-5 in Tree 2. This
means that the backup path of r, is relayed on Node 4. Hence,
as shown in Fig. 3(b), 7o occupies 4 SCs on H' on Node 1
(for working and backup paths), 2 SCs on L3 on Node 5 (for
working path), and 2 SCs on L§ on Node 4, one SC on each
of L3 and L3 on Node 4, and 2 SCs on H? on Node 5 (for
backup path). In Fig. 3(b), both the working and backup paths
of r3 are routed across two fiber trees. Therefore, r3 occupies
6 SCs on H? on Node 5, 3 SCs on each of L3 and L} on Node
4, 3 SCs on each of L3 and L? on Node 3, and 3 SCs on each
of H3 and H* on Node 2. In summary, the three demands use
four sets of P2MP-TRXs, where r; and 75 share H! on Node
1, and 75 and 73 share H? on Node 5 and L3 on Node 4.

After placing P2MP-TRXs and allocating SCs on them to
demands, we need to determine the spectrum assignment on
fiber trees to complete the network planning. In this work,
we assume that each demand (s, d,, b,-) requires symmetric
capacities for s,.—d,. and d,—s,.. Hence, we only need to plan
the FON to accommodate the demands in one direction, while
their capacities in the reverse direction can be easily supported
with a symmetric configuration. Similar to that in EONs [4],
the spectrum assignment on fiber trees needs to satisfy the
spectrum contiguity and non-overlapping constraints. Specif-
ically, the FS’ assigned to carry the optical signal from each
P2MP-TRX should be contiguous in the spectrum domain, due
to the working principle of DSCM [14]. Meanwhile, for each

P2MP-TRX, its assigned FS’ need to cover the spectrum of the
used SCs, thus its FS assignment depends on the SCs assigned
to it and the FS usage on the corresponding routing path(s).
Hence, as there are 14 used SCs from H! with a spectrum
of 56 GHz, we need to assign 5 FS’ on each link of Trees 1
and 2, due to the broadcast-and-select scheme. Similarly, we
assign 3 FS’ on each link of Tree 2, 1 FS on each link of Tree
1, and 1 FS on each link of Tree 1, to accommodate the used
SCs on H?2, H3, and H*, respectively, as shown in Fig. 3(c).

B. MILP Model

The following MILP models the optimization problem of

survivable multilayer planning of FONs with P2MP-TRXs.

Parameters:

o R: the set of traffic demands to serve in the network plan-
ning, where each demand r is denoted as r (s, d,,b,.).

o G(V, E): the physical topology of the FON, where V' and
E' are the sets of nodes and fiber links, respectively.

o G'(Vi, By, Py): the topology of the k-th fiber tree in the
FON, where Vj, E), Py are the node set, link set, path
set in the fiber tree. There are K fiber trees in total.

e ny: the number of fiber links in the k-th fiber tree.

. f(ku,v),(u/,v' : the boolean that equals 1 if paths for u-v
and u'-v’ (i.e., (u,v) and (v',v")) are on the k-th fiber
tree and they share at least one link, and 0 otherwise.

o T the maximum number of P2MP-TRXs that can be
placed on each node v € V, where ¢ € [1,T] indicates
the ¢-th available P2MP-TRX.

o (C;: the cost of the ¢-th available P2MP-TRX.

o S: the unit cost of using an FS.

e [™: the maximum number of SCs that can be used by
any P2MP-TRX.

o I;: the maximum number of SCs that can be used by the
t-th P2MP-TRX on a node.

o F: the maximum number of FS’ that can be accommo-
dated by a fiber link.

e N: a big arithmetic number.

Variables:

. Z(uw), i the boolean variable that equals 1 if a demand
r € R needs to be relayed/received after going through
a path (u,v) in the k-th fiber tree, and O otherwise.

. M;j:f;k: the integer variable that indicates the number of
SCs assigned between the ¢-th P2MP-TRX on node v
(leaf) and the p-th P2MP-TRX on node « (hub), and these
two P2MP-TRXs serve demand(s) in the k-th fiber tree.

. mﬁ:?: the boolean variable that equals 1 if the ¢-th P2MP-
TRX on node v and the p-th P2MP-TRX on node u are
used as a leaf P2MP-TRX and its hub, and O otherwise.

o HF : the boolean variable that equals 1 if the p-th P2MP-
TRX on node w is allocated as a hub and its output is
broadcasted in the k-th fiber tree, and O otherwise.

e 5, the boolean variable that equals 1 if the ¢-th P2MP-
TRX on node v is used, and O otherwise.

e w) ,/w}: the integer variable that indicates the first/last
FS assigned to the ¢-th P2MP-TRX on node v.

. a}i”fo: the boolean variable that equals 1 if the first FS used
by the ¢-th P2MP-TRX on node v is smaller than that used
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Example on survivable multilayer planning of an FON with P2ZMP-TRXs, (a) Physical topology, fiber trees, and traffic demands, (b) Allocation of

P2MP-TRXs and SCs, and working and backup routing of demands, and (c) Assignment of FS’ on links in fiber trees.

by the p-th P2MP-TRX on node u, and 0 otherwise.

e ¢yt up the boolean variable that equals 1 if the ¢-th
P2MP-TRX on node v and the p-th P2MP-TRX on node
u are hubs and their outputs are broadcasted to at least
one common fiber tree, and 0 otherwise.

. wﬁ’p: the integer variable for the number FS’ used by the
p-th P2MP-TRX (a hub) on node w« in the k-th fiber tree.

. 7757157“4}: the auxiliary boolean variables that are intro-
duced for linearization.

Objective:

The optimization objective of the survivable multilayer
planning is to minimize the CAPEX, which is the total cost
of the P2MP-TRXs and FS’ used in the FON.

Minimize 2- > dpenk-S+HCosen | (D
veV,te(1,T) ke[l,K)
Constraints:

1) Constraints for routing demands:

2, U = Sy,

Z ( Z Zznu,v),k: - Z Z(v,u),k) = -2, u=d,

ko \(u,v)€EPy (v,u)EPy 0, otherwise,
VreR,u€eV,

2

Z(u,v),k + Z(u’,v’),k < (1 - f(ku,'u),(u’,v’)) -N + 17 (3)

vr, k, (u,v),(u,v") € Pr.

Egs. (2)-(3) ensure that the working and backup paths of each
demand are set correctly, where Eq. (2) routes the working
and backup paths for each demand and Eq. (3) ensures that
its working and backup paths are link-disjoint.

2) Constraints for allocating P2MP-TRXs and SCs:

b (Bl Ziva) < 3 (MIG*+ M7

tp “)

Vk, (u,v) € P.
Eq. (4) ensures that the data-rate of each demand is satisfied.
MPEE < min{l,, I}, Yk, (u,v) € Py, t,p€[1,T], (5
S MiF <1, YueV, pe[l,T). (6)

vtk

Egs. (5)-(6) ensure that the assignment of SCs is set correctly

on each P2MP-TRX, where Eq. (5) limits the number of SCs

assigned to a P2MP-TRX within the upper limit and Eq. (6)

ensures that the total number of SCs assigned to leaf P2MP-

TRXs cannot exceed that assigned to their hub P2MP-TRX.
Mu,t,k

u,p

<N -myy, VK, (u,0) € P, t,p € [LLT], (D)

®)

myy, + mZ}?p, <1, W,ueV, t,pell,T].

uw/ eV,p’€[1,T)
Egs. (7)-(8) ensure that the mapping between each hub P2MP-
TRX and its leaf P2MP-TRXSs is determined correctly, where
Eq. (7) sets variables {mz’,;} correctly and Eq. (8) ensures that
each leaf P2MP-TRX can only connect to a hub P2MP-TRX,

and one P2MP-TRX works as either a hub or a leaf only.
Mp" S N-Hiy, YoueV, pte LTIk ()

N ot > Y (HE, HE), VoueV, tpeL,T). (10)
k

Eqgs. (9)-(10) ensure that variables {¢, ;. ,} are set correctly,
where Eq. (9) sets variables {H} )} correctly and Eq. (10)
sets variables {¢y,+.u,p} correctly based on {H} }.

nf,t,u,p S H7]J€,,p7

nﬁ,t,u,p < H’L})C,tv

n:j,t,u,p > Hf.,p + Hf,t -1,

Vi, p € [1,T], v,u, k, (11)



N ° (Z)u,t,u,p Z an,t,u,p7 V’U,’U; S V7 t:p S [17T}
k

(12)

Egs. (11)-(12) linearize the nonlinear constraint in Eq. (10).
(13)

v,t
Sv,t Z mu,py VU, v, tap7

v,t

Su,p Z mu,}n

Yu, v, t,p. (14)

Egs. (13)-(14) determine the used P2MP-TRXs.
3) Constraints for assigning FS’ on fiber trees:

4.3 Moyt <125 (wh, —wap + 1), Y, p.

v,t,k

15)

Eq. (15) ensures that enough FS’ are assigned to support the

spectrum requirement of each P2MP-TRX.
alltall =1, {uveV, tpe1,T):uzvorp£t}, (16)
wy =Wy +1 < F-(L+ay} = 6u) , Vep € [LT], u,v, (17)
wyy < F, Yo, t. (18)

Egs. (16)-(18) ensure that the FS’ assigned to P2MP-TRXs
satisfy the spectrum non-overlapping constraint.
Yy =Hy (Wi, —wy,+1), Yk, v, t. (19)
Eq. (19) determines the FS’ assigned to each hub P2MP-TRX.
Yo ST Hyy,

k 2 1
wv,t S wv,t - wv,t + 1a

wﬁ,t > (wﬁ,t - w111,t + 1) —-Im. (1 - Hf,t) s

Vk, v, t.

(20)
Eq. (20) linearizes the nonlinear constraint in Eq. (19).

IV. HEURISTIC ALGORITHM DESIGN

Although the MILP above can obtain the optimal solution of
survivable multilayer planning of FONs with P2MP-TRXG, its
complexity can make the problem-solving time-consuming or
even intractable, especially for large-scale network instances.
Therefore, in this section, we propose a polynomial-time
heuristic, namely, AG-LPG, for near-optimal network planning
solutions. We also present a heuristic (i.e., AG-GRD) as the
benchmark to validate the effectiveness of AG-LPG.

A. Algorithm Design

In the following, we design two polynomial-time heuristics
to solve the survivable multilayer planning of FONs with
P2MP-TRXs. The first algorithm (AG-LPG) uses an auxiliary
graph (AG) based approach to find working and protection
lightpaths (LPs) and group the LPs to adapt to the operation
principle of P2MP-TRXs for better cost-effectiveness. The
second one is the benchmark (AG-GRD), which also leverages
the AG-based approach to find working and protection LPs but
does not group LPs (i.e., just setting up the LPs greedily in a
sorted order to utilize P2MP-TRXs to the maximum extent).

The overall procedure of AG-LPG is shown in Algorithm
1, which utilizes two sub-procedures (Algorithms 2 and 3) to
realize survivable multilayer planning of FONs with P2MP-
TRXs. Specifically, Algorithm 1 first uses an AG-based ap-
proach to calculate the working and backup LPs for each traffic
demand in R, and then leverages Algorithm 2 to group LPs and

Algorithm 1: AG-based Heuristic for FON Planning

Input: Parameters of MILP, and constant M.
Output: Total CAPEX of planned FON C.

1 U =0, sort R in descending order of demand data-rates;
2 for each demand r € R in sorted order do
3 LPY = LPB =0, P =0;
4 calculate M paths that can route  and only spans in
a single fiber tree;
5 sort the paths in ascending order of the number of
links in their fiber trees and store them in P;
if |P| =1 then
7 mark the path in P as working path of r and
record its fiber tree k, LPV = {s,,d,,b,, k};
end
if |P| > 2 then
10 select the first path in P as working path of r and
record its fiber tree k1, LPY = {s,,d,,b., k1 };
11 select the first path in P as backup path of r and
record its fiber tree ko, LPP = {s,,d,,b,, ko };
12 end
13 insert LP! and LPP into U;
14 end
15 for each pair of u,v with at least one path in {Py} do
16 find fiber tree k with the smallest number of links ny;
17 connect v and v in AG G by a link with weight ny;
18 end
19 for each demand r € R in sorted order do
20 | if LPY is not set then
21 calculate M-shortest paths from s,. to d,- in G;
2 for each obtained path m € [1, M] do
23 U’ = U, insert each LP (u,v) on path m into
U’ as {u,v,b,.,k} (k is the fiber tree);
24 run Algorithm 2 with U’ to get a cost Cpy,;
25 end
26 select path m* with the smallest C},, as working
path of r (LPV);
27 remove paths sharing link(s) with LP" in {P};
28 repeat Lines 15-18 to build AG G;
29 repeat Lines 21-26 for backup path of r (LPFP);
30 insert LP" and LP? into U;
31 else
2 if LPP is not set then
33 repeat Lines 27-29 for LPP of r;
34 insert LPP into U;
35 end
36 end
37 end

38 run Algorithm 2 with U to finalize FON planning and get
total CAPEX C of the planned FON,

assign P2MP-TRXs and spectra to them accordingly, where
the assignments of P2MP-TRXs and spectra are obtained with
Algorithm 3 (i.e., a sub-procedure of Algorithm 2).
Algorithm 1 greedily determines the working and backup
LPs of each demand r € R, such that the total CAPEX of the
planned FON can be reduced as much as possible. Specifically,
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Fig. 4. Example on AG building for (a) Working LP and (b) Backup LP.

it tries to select a pair of link-disjoint paths whose fiber trees
cover the smallest number of links as the working and backup
LPs of each demand to reduce the possible usage of FS’ and
group the LPs of demands to save P2MP-TRXSs. Line 1 is for
the initialization. Then, the for-loop of Lines 2-14 checks each
demand r € R to set up its working and backup LPs (LPY
and LPP) with the paths that only span in single fiber trees,
in the best-effort way, and all the selected LPs are put in set
U. Next, for each node pair u-v in V, we try to find a path in
the overall path set { Py, k € [1, K|}, whose fiber tree contains
the smallest number of links, and if such a path can be found,
we connect v and v in AG G with a link whose weight is set
as the number of links in the path’s fiber tree (Lines 15-18).
Lines 19-37 find two link-disjoint paths for each demand
whose working and backup LPs have not been determined yet,
based on AG G. Specifically, for each demand r, we check the
M-shortest paths from s,. to d,. in G, include each of them as
a potential working LP for r in set U’, and apply Algorithm
2 to get the CAPEX of the FON planned with the LPs in U’
(Lines 21-25). Here, each path in AG G is recorded as a series
of tuple {u,v,b,, k}, where (u,v) is an LP on the path, b, is
the data-rate of r, and k£ denotes the corresponding fiber tree
that covers u and v in the physical topology G(V, E). Line 26
selects the path that will lead to the smallest CAPEX as the
working LP(s) of » (LP"). We then remove the paths that
share links with LP" from the overall path set {P;}, and
repeat the procedure above to get the backup path of r (Lines
27-30). Similarly, Lines 32-35 obtain the backup path of r if
its working path has already been determined. Finally, Line
38 runs Algorithm 2 with the selected LPs in U to get total
CAPEX of the planned FON, and finishes the FON planning.
Fig. 4 shows an illustrative example on the AG construction
in Algorithm 1. As shown in the left subplot of Fig. 4(a), the
FON’s physical topology consists of two fiber trees, marked in
blue and red, respectively. Then, if we consider Nodes 1 and
5, two paths (i.e., LP1 and LP2) can be found in the two fiber
trees, respectively. As the fiber trees of LP1 and LP2 include 5
and 3 links, respectively, we build the AG in the right subplot
of Fig. 4(a) with the information of LP2, i.e., Nodes 1 and
5 are connected with a link whose weight is 3. By repeating
this procedure, we can build the AG in Fig. 4(a), where the
links in blue and red denote the LPs in the two corresponding

fiber trees, respectively. Next, we assume that LP2 is included
in the working LP of the demand. Therefore, all the links in
LP2 are removed in the left subplot of Fig. 4(b). Then, in the
AG built for determining the backup LP (shown in the right
subplot of Fig. 4(b)), we can only consider LP1, i.e., Nodes 1
and 5 are connected with a link whose weight is 5.

Algorithm 2: LP Grouping and Resource Assignment
Input: Set of LPs U, parameters of MILP.
Output: Total CAPEX C, available P2MP-TRXs on
nodes 7, P2MP-TRX assignments H t

1 C=0;
2 while U # 0 do
3 select the node v with the largest data-rate to be
assigned in U as a hub node;
4 move the LPs that use node v from U to N,;
5 put the fiber trees that LPs in N, are on in set ;
6 for each fiber tree k € K do
7 put LPs that are in N, and use fiber tree k in set
./\/’UJC, and record their total data-rate as by ,;
8 end
9 sort \V, 1 in descending order of br,», and mark the
vak of each k € K as unassigned;
10 for each N, i, in sorted order do
11 if NV, 1 is unassigned then
12 C,=C =0;
13 run Algorithm 3 with N, ,, = N, . to assign
P2MP-TRXs, SCs and FS’ and get a cost C,;
14 for each N, i after N, in sorted order do
15 if NV, v is unassigned then
16 C! = Crom =0;
17 run Algorithm 3 with N, ;s to get a
cost C?;
18 Csep = Co + C;
19 Ny =Ny x UNy s
20 run Algorithm 3 with N’,, to get a
cost Croms
21 if Coom < Csep then
22 C/ = Ccoms Co = Ccom;
23 mark N, and NV, - as assigned;
24 else
25 C'=0C,;
26 mark N, ; as assigned;
27 end
28 end
29 end
30 end
31 C=C+0C
32 end
33 | run Algorithm 3 with all the {\, x} that are still
unassigned to assign P2MP-TRXs, SCs and FS’ and
get a cost C’, and update C =C + C';

34 end

Algorithm 2 explains how to group a set of determined LPs
in U to plan the FON with CAPEX as low as possible. In
each iteration of the outer while-loop, we first select the node



Algorithm 3: Assigning P2MP-TRXs, SCs and FS’

Input: P2MP-TRXSs on nodes 7 and their costs {C}},
set(s) of LPs {u,v,b,k}.
Output: CAPEX C, P2MP-TRXs on nodes 7.
for i € T do
| wi=Ci+ 65, v =Ty

end

apply Eqgs. (21)-(23) to find the assignment of

P2MP-TRXs S with the minimum possible cost;

sort P2MP-TRXs in S in descending order of their SCs;

m’ =,

for each P2MP-TRX in S in sorted order do

if m’ > 0 then
get number of SCs provided by the P2MP-TRX
as m, m* = min{m, m’};

10 update CAPEX C based on C;, m* and k;

11 update P2MP-TRX assignment in 7T ;

12 m' =m/ —m*;

13 end

14 end

B W N -
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v with the largest data-rate to be assigned in U as the hub
node for P2MP-TRX assignment, and then put the LPs that
use v and their fiber trees in sets N, and K, respectively
(Lines 3-5). Lines 6-9 group the LPs in N, according to their
fiber trees in sets {N x}, calculate the total data-rate that
should be allocated on each fiber tree k£ to set up the LPs
in NV, j, and sort the LP sets {\, ;} accordingly. Next, the
for-loop of Lines 10-32 checks the possible combinations of
{Noy ks Ny i} to see whether provisioning the LPs in them
together helps to reduce the total CAPEX, plans the FON
accordingly, and marks the selected LP set(s) as assigned.
Here, we use Algorithm 3 to assign P2MP-TRXs, SCs to
P2MP-TRXs and FS’ for establishing a set of LPs and obtain
the corresponding CAPEX (i.e., as in Lines 13, 17 and 20).
Finally, Line 33 runs Algorithm 3 again to set up the LPs in
all the {N, 1} that are still unassigned and updates the total
CAPEX. The aforementioned procedure is repeated until all
the LPs in U have been established.

As for the actual assignments of P2MP-TRXs, SCs and FS’,
Algorithm 3 tries to find the most cost-efficient schemes. We
treat the i-th P2MP-TRX as the i-th item, the possible cost of
assigning the P2MP-TRX as the item’s weight w;, the number
of SCs T that the P2MP-TRX can provide as the item’s value
v;, and the required SCs b on a node as the expected value of a
knapsack. Then, the problem of finding the most cost-efficient
schemes becomes to obtain the minimum weight schemes that
satisfy the value requirement (i.e., b or more SCs are assigned
on the node), which is a classical dual problem of the 0-1
knapsack problem and can be solved exactly with dynamic
programming [41] (as shown in Algorithm 3). In Algorithm
3, Lines 1-3 are for the initialization. Then, Line 4 finds the
P2MP-TRX assignment that leads to the minimum possible
cost with dynamic programming, as follows.

First, to ensure that the assignment of P2MP-TRXs always
leads to the least FS usage, we set w; = C; +9;, where §; = 0

if the leaf P2MP-TRX need to be assigned, otherwise,

_ 4 1 Snk
51—’775 Tz—‘ ( Tz )7

where T; is the number of SCs provided by the i-th P2MP-
TRX in 7, S is unit cost of FS usage in a fiber tree, and
ny is the number of links in the k-th fiber tree. Let D(i,d)
be the minimum required weight when we select the first ¢
P2MP-TRXs with a total value of no less than d. Then, the
initialization of the boundary condition and the state transition
equation of the dynamic programming can be written as

2D

D(0,d) = 400, Vd € ]0,b], (22)
D(i+1,d) =
min [D(4,d), wit1] , d < vig1, 23)
min [D(i,d), D(i,d — vit1) +wit1],  d > viqr,

Vi € [0,|T]), d € [0,b].

Finally, we prioritize assigning SCs to the P2MP-TRXs that
provide more available SCs, and compute the assignments of
P2MP-TRXs, SCs and FS’ and the CAPEX C' in Lines 5-14.

In addition to AG-LPG (i.e., Algorithm 1), we also design
a greedy-based benchmark (AG-GRD). Algorithm 4 shows its
procedure. Specifically, it still uses the AG-based approach to
calculate the working and backup LPs for each demand in R,
but sets up the LPs one by one in a sorted order to reuse
the assigned P2MP-TRXs to the maximum extent. Lines 1-6
are for the initialization, where we first build an AG for each
demand r and then select two link-disjoint shortest paths in
the AG as the working and backup LPs of r (Lines 2-4). Lines
5-6 combine the LPs that have the same source and destination
and in a same fiber tree into an aggregated LP, and then sort
the aggregated LPs to assist the subsequent P2MP-TRX and
FS assignments. Next, the for-loop of Lines 7-29 set up the
aggregated LPs in the sorted order. If an LP p is the first one, it
does not have any assigned P2MP-TRXs to reuse, and thus we
simply assign new P2MP-TRXs for it (Lines 9-10). Otherwise,
Lines 12-27 try to set it up with the lowest additional CAPEX.
Here, we try to establish p by 1) reusing the assigned P2MP-
TRXs (Lines 13-20) and 2) assigning new P2MP-TRXs (Lines
21-22), and will select the scheme that causes lower additional
CAPEX to actually set up p (Lines 23-27).

B. Complexity Analysis

The complexity of Algorithm 2 is O(|V|?-|K|*>-T->" b,).
Hence, the complexity of Algorithm 1is O(|R|- M|V |?-|K|?-
T ->,.b.), which confirms that AG-LPG is in polynomial-
time. The complexity of Algorithm 4 is O(|E|-|R|-|T'|->_, by).

V. NUMERICAL SIMULATIONS

In this section, we evaluate the performance of our proposed
algorithms with numerical simulations.

A. Simulation Setup

In the simulations, we consider three topologies, which are
a small-scale six-node topology and two realistic topologies
(i.e., the Italian Network (ITLNET) and German Network



Algorithm 4: Greedy-based Benchmark

Input: Parameters of MILP, and constant M.
Output: CAPEX of planned FON C, P2MP-TRXs on
nodes 7, P2MP-TRX assignment H t
1 C=0;
2 for each demand r € R do
3 build an AG G and get two link-disjoint shortest paths
in G as working and backup LPs of r to store in P’;
4 end
5 combine LPs with same source, destination and in a
same fiber tree into an “aggregated LP”;

6 sort LPs in P’ in descending order of their bit-rates;
7 for each LP p € P’ in sorted order do
8 if p is the first LP then
9 assign two end nodes of p as hub and leaf nodes;
10 assign P2MP-TRXs/SCs/FS’ to p and update C,
T and H'! accordingly;
1 else
12 set the unassigned rate B of p as its data-rate;
13 B =BT =T, H = H,
14 while 5 > 0 do
15 if p can reuse the assigned P2MP-TRXs then
16 get additional cost C; of reusing assigned
P2MP-TRXs, and update B and H!;
17 else
18 assign new P2MP-TRXs/SCs/FS’ to p and
update B, Cy, Ty and H! accordinlgly;
19 end
20 end
21 T, =T, H, = H;
22 assign new P2MP-TRXs/SCs/FS’ to p and update
B, Co, Ty and H} accordinlgly;
23 if C7 < C5 then
24 finalize setup of LP p as the scheme of
{Ty, H!}, and update 7, H' and C = C+ Cy;
25 else
26 finalize setup of LP p as the scheme of
{T,, H}, and update 7, H' and C = C+ Cs;
27 end
28 end
29 end

(GERNET) [23, 39]), as shown in Figs. 5(a)-5(c), respectively.
We partition the six-node topology to get three fiber trees
whose links are marked in red, blue and green. While for
ITLNET and GERNET, fiber trees are obtained according to
the study in [39] and different fiber tree links are marked with
red and blue, respectively. The feasible capacities of P2MP-
TRXs are {25,100,400} Gbps, and each SC is assumed to
use DP-16QAM at 4 GBaud and deliver a capacity of 25
Gbps [36]. Therefore, the numbers of SCs to realize capacities
of {25,100,400} Gbps are {1,4, 16}, respectively, and their
spectrum usages respectively become {1,2,6} FS’, each of
which occupies 12.5 GHz. We set the unit costs of P2MP-
TRXs at {25,100,400} Gbps as {1,2,4}, respectively [36],
while the unit cost of FS usage is assumed to be 0.03 based

<]

Fig. 5. Topologies used in simulations: (a) six-node topology (b) Italian
Network, and (c) German Network (fiber trees are distinguished with colors).

on the practical setting in [42]. The number of P2MP-TRXs
that can be deployed on each node (i.e., T') and their types are
set according to the actual traffic volume in each simulation.
Each fiber link can accommodate 384 FS’ at most [4].

The simulations compare four algorithms: 1) the one that
solves the MILP in Section III-B directly (MILP), 2) Algorithm
1, which leverages AG and LP grouping (AG-LPG), 3) Algo-
rithm 4, which is a greedy heuristic based on AG (AG-GRD),
and 4) a heuristic that is modified from the approach [31]
and realizes the protection design by building two link-disjoint
fiber trees (TREE-PROT). The simulations are conducted on
a computer with 2.2 GHz Intel Xeon Silver 4210 CPU and
128 GB memory, and the software environment is MATLAB
2020b with Gurobi 9.5.1 [43]. To ensure sufficient statistical
accuracy, we average the results from 10 independent runs to
get each data point in the simulations.

B. Small-Scale Simulations

We first conduct simulations with the six-node topology to
compare the performance of MILP, AG-LPG and AG-GRD.
Here, we set the longest running time of MILP to be 2
hours, and consider uniform traffic demands whose source and
destination are randomly selected. As for each demand r, we
make its data-rate uniformly distribute within [25, 100] Gbps.
If we denote the CAPEX of the FONs planned by MILP and
a heuristic as Cyp and C, respectively, then the performance
gap of the heuristic can be defined as

€= C— Cvir
CmiLp

The simulation results are shown in Table I. We can see
that MILP always provides the smallest CAPEX but it is
also the most time-consuming, especially when dealing with
relatively large FON planning instances. AG-LPG can always
obtain near-optimal CAPEX with much shorter running time,
achieving good trade-off between FON planning performance
and running time. Specifically, the performance gap between
MILP and AG-LPG is below 10.2% in Table 1. Without LP
grouping, AG-GRD performs much worse than MILP and AG-
LPG, and the gap between MILP and AG-GRD ranges within
[14.26%, 35.00%)], which is much larger than that of AG-LPG.
This verifies the necessity of LP grouping in FON planning.

(24)

C. Large-Scale Simulations

We then compare the performance of AG-LPG and AG-
GRD with the large-scale topologies in Figs. 5(b) and (c).



TABLE I
SIMULATION RESULTS WITH SIX-NODE TOPOLOGY

MILP

AG-LPG

AG-GRD

|R| | CAPEX | Running Time (s) | CAPEX | Running Time (s) | Gap (%) | CAPEX | Running Time (s) | Gap (%)

6 | 3732 | 51.71 | 4112 | 0.07 | 1018 | 4896 | 0.06 | 3119
8 | 4514 | 134.39 | 4714 | 0.07 | 443 | 6096 | 0.08 | 35.00
10 | 5414 | 2076.13 | 5728 | 0.10 | 580 | 61.86 | 0.09 | 14.26
12 | 5740 | 4421.80 | 6120 | 0.18 | 662 | 7126 | 0.11 | 2415
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Fig. 6. CAPEX with ITLNET and different traffic patterns (S = 0.03).

This time, we consider two unit costs of FS usage (ie.,
S € {0.03,0.3}), where S = 0.3 is for the scenario in which
spectrum resources are limited. In addition to the uniform
traffic pattern, the demands are also generated according to
two more patterns: 1) distance-related demands where the
amount of traffic between a source-destination pair is inversely
proportional to the hop-count of the shortest path between the
source and destination, and 2) H&S demands, with data-rates
uniformly distributed within [25,200] Gbps.

Figs. 6-8 show the results of CAPEX from the simulations
with ITLNET and three traffic patterns, when S is set as
0.03 and 0.3. Fig. 6 compares the results of CAPEX with
S = 0.03 and various traffic patterns, and we can see that
AG-LPG always outperforms AG-GRD to provide FONs with
less CAPEX. To show the breakdown of cost components in
CAPEX, Figs. 7 and 8 show the costs of P2MP-TRXs and FS
usage in CAPEX, for the scenarios with S as 0.03 and 0.3,
respectively, where the results are the averages of those with
the three traffic patterns. Fig. 8 confirms that AG-LPG still
outperforms AG-GRD when we have S = 0.3. Meanwhile,
it is interesting to notice that the performance gap between
AG-LPG and AG-GRD actually decreases when the unit cost
of FS usage increases from 0.03 to 0.3. This is because the
LP grouping in AG-LPG mainly helps to reduce the number
of used P2MP-TRXs in the planned FON, and thus when the
unit cost of FS usage increases, the corresponding advantage
on CAPEX saving can become less significant. The results
from the simulations with GERNET are illustrated in Figs.
9-11, where similar trends can be seen (i.e., AG-LPG still
outperforms AG-GRD in all the simulation scenarios). Hence,
the effectiveness of our proposal is further confirmed.

In Figs. 7-8 and 10-11, we can also see that when we
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Fig. 8. Cost components in CAPEX with ITLNET (S = 0.3).

increase S from 0.03 to 0.3, the total FS usage contributes
more to the total CAPEX, especially in GERNET (as shown
in Figs. 10 and 11). This is because the broadcast-and-select
nature of FON amplifies the impact of used FS’ on CAPEX.
Moreover, as there are more fiber links in each fiber tree in
GERNET, more FS’ will be used by an LP in the fiber tree,
further increasing the cost of used FS’.

Finally, we compare AG-LPG with an existing algorithm
for survivable FON planning (i.e., the TREE-PROT in [31])
to further analyze its performance. However, as TREE-PROT
needs to first determine the locations of hub and leaf nodes
of P2MP-TRXs and then build two link-disjoint fiber trees
for carrying working and backup traffic, we have to change
the simulation scenario to adapt to it. Specifically, we select
the six-node topology with three fiber trees and GERNET
topology with two fiber trees, and choose hub and leaf nodes in
them as shown in Fig. 12. In Fig. 12(a), the hub and leaf nodes
are Nodes 4 (in yellow) and {2,5,6} (in green), respectively.
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Fig. 10. Cost components in CAPEX with GERNET (S = 0.03).

In Fig. 12(b), there are two sets of hub-leaf nodes, where the
hub nodes are Nodes 4 and 8, and their leaf nodes are Nodes
{2,3,5,7,8} and {4, 5,12}, respectively.

Then, the simulations vary the data-rates required by the
leaf nodes within [25,200] Gbps, average the CAPEX of 10
FONs planned by AG-LPG and TREE-PROT, and plot the
results in Figs. 13 and 14. Here, we plot the results on CAPEX
when the unit cost FS usage is set as S € {0.03,0.3}. We
can see that the FONs planned by our AG-LPG are always
more cost-efficient than those by TREE-PROT. However, we
also observe that the cost of FS usage from AG-LPG is either
comparable with or even higher than that from TREE-PROT.
This is because TREE-PROT sets up link-disjoint working and
backup fiber trees for each set of hub-leaf nodes, and thus all
the working and backup LPs will be separately routed in single
fiber trees. This actually helps to reduce FS usage. On the other
hand, AG-LPG enables LP grouping and allows a hub P2MP-
TRX to connect to leaf P2MP-TRXs in different fiber trees,
which helps to save P2MP-TRXs, but the trade-off is that LPs
can go across multiple fiber trees, leading to more FS usage.
Note that, as we only consider one or two sets of hub-leaf
nodes, the benefit of LP grouping in AG-LPG gets restricted.
Nevertheless, in such scenarios, AG-LPG outperforms TREE-
PROT, which further verifies the effectiveness of our proposal.

VI. CONCLUSION
In this paper, we studied the problem of survivable mul-
tilayer planning of FONs with P2MP-TRXs, which involves

the joint optimization of the routing of working and backup
LPs of traffic demands, and the allocation of P2MP-TRXs,
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EP2MP-TRXs of AG-AGR
[TFS' of AG-AGR
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Fig. 11. Cost components in CAPEX with GERNET (S = 0.3).
()
@

(a)

Fig. 12. Fiber trees in topologies for comparing AG-LPG and TREE-PROT.

the assignment of SCs to P2MP-TRXs, and the spectrum
assignment on fiber trees for setting up the LPs. We first
formulated an MILP model to solve the problem exactly, and
then proposed a heuristic that leverages AG and LP grouping
to improve the time-efficiency of problem-solving. Extensive
simulations confirmed that our proposals can plan FONs with
P2MP-TRXs cost-efficiently and outperform the benchmarks
in all the simulation scenarios.
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