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On the Bilevel Optimization for Remapping Virtual
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Abstract—Hybrid optical/electrical datacenter network (HOE-
DCN) uses the inter-rack networks that consist of both electrical
Ethernet switches and optical cross-connects (OXCs), for better
cost-efficiency and scalability. Meanwhile, to provision dynamic
network services well, the operator of an HOE-DCN needs to
deploy virtual networks (VNTs) and remap them adaptively.
Therefore, this work studies the problem of VNT remapping
in an HOE-DCN from a novel perspective, i.e., the remapping
schemes should be optimized for not only the network sta-
tus after the remapping but also the transition to realize it.
Specifically, we model this problem as a bilevel optimization,
where the upper-level optimization aims at selecting proper
virtual machines (VMs) to migrate such that the estimated
latency of VM migration can be minimized, and the lower-level
optimization determines the actual scheme of VNT remapping for
minimizing the number of resource hot-spots. We first formulate
a bilevel mixed integer linear programming (BMILP) model
for the bilevel optimization, and then propose a polynomial
time algorithm based on enumeration to solve it approximately.
Extensive simulations verify the effectiveness of our proposal.

Index Terms—Datacenter networks, Virtual network remap-
ping, Bilevel optimization, Approximation algorithm.

I. INTRODUCTION

RECENTLY, the rapid development of network services,
especially the data-/bandwidth-intensive ones, has stimu-

lated the global deployment of datacenters (DCs) [1], and DC-
related traffic already contributes the largest to Internet traffic
[2, 3]. Hence, the infrastructure of DC networks (DCNs) is
facing intimidating challenges [4], some of which are mainly
due to the fact that traditional DCNs only consider electrical
packet switching (EPS) [5, 6]. For instance, to reduce the
capital expenditure (CAPEX), the oversubscription ratio in
an EPS-based inter-rack network usually exceeds one, which
might lead to bottlenecks for inter-rack communications [5].
The aforementioned challenges can potentially be addressed
by introducing optical circuit switching (OCS) and integrating
it with EPS in the inter-rack networks of DCNs [5, 6]. Such
a DCN is normally referred to as a hybrid optical/electrical
datacenter network (HOE-DCN), which can be more scalable
than traditional DCNs [7, 8]. This is because an HOE-
DCN integrates the benefits of EPS and OCS. Specifically,
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OCS provides larger bandwidth capacity and higher energy
efficiency than EPS [9–11], while EPS outperforms OCS in
terms of path setup latency and switching granularity [12].

It is known that a DCN usually supports network services
by deploying virtual machines (VMs) in servers and setting up
inter-rack connections to bridge the communications among
VMs [13]. Therefore, each network service can be modeled
as a virtual network (VNT), where its VMs are the virtual
nodes (VNs) and the connections among the VMs are the
virtual links (VLs). For example, a network service of Hadoop
MapReduce [14] usually organizes its VMs as a cluster-type
VNT, to accomplish computing tasks. Hence, if we consider
the DCN as a substrate network (SNT), how to provision
network services in it is equivalent to the problem of virtual
network embedding (VNE) [15, 16].

However, network services can be established, readjusted,
and terminated on-the-fly and active network services normally
use IT and bandwidth resources dynamically [17]. This can
progressively degrade the optimality of the initial VNE scheme
of each network service, and thus makes it necessary to re-
optimize the VNE scheme through VNT remapping [18–20].
Specifically, the operator can predict/estimate future network
status periodically, and VNT remapping will be invoked if
necessary [7, 8]. Note that, VNT remapping is generally more
sophisticated than VNE, because, to maintain the operational
complexity, proper VNs and VLs should be selected to recon-
figure and the remapping of these virtual elements is restricted
by their existing embedding schemes. Moreover, the VNT
remapping in an HOE-DCN is intrinsically different from and
more complex than that in traditional DCNs [18], which can
be justified by looking at the example in Fig. 1.

The HOE-DCN in Fig. 1(a) takes the type of topologies
that are considered in this work. The server racks provide the
pool of IT resources for deploying VMs, and each of them is
equipped with a top-of-rack (ToR) switch. The ToR switches
are interconnected with both the EPS-based and OCS-based
inter-rack networks. Specifically, the Ethernet switches (i.e.,
the aggregation and core switches in Fig. 1(a)) are organized in
a spine-and-leaf topology (e.g., the classic fat-tree [21]) with
oversubscription to build the EPS-based inter-rack network,
while the OCS-based inter-rack network is based on an optical
cross-connect (OXC)1. With OCS, the OXC can only support
one-to-one connectivity between inputs and outputs, as shown
in Fig. 1(a). Therefore, if VNT remapping needs to move VLs
to/from the optical connections through the OXC, the OXC

1Note that, a commercially-available large-scale OXC can provide enough
ports to interconnect hundreds of ToR switches, e.g., a configuration of
384×384 ports is feasible for the one in [22].
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Fig. 1. Background on HOE-DCN, (a) Network architecture, and (b) Example
of VNT remapping in it.

might be reconfigured and thus the overall topology of the
HOE-DCN will be changed (e.g., the VNT remapping in Fig.
1(b)). To this end, we can see that the VNT remapping in
an HOE-DCN can change the SNT’s topology as well, while
this will not happen in a traditional DCN or most of the VNT
remapping problems considered in the existing studies.

Previously, in [23, 24], we have studied the problem of VNT
remapping in an HOE-DCN to re-balance the IT resource
usage in racks. Nevertheless, the studies in [23, 24] should
still be improved for the following two reasons. Firstly, as
VNTs consume both IT and bandwidth resources, the VNT
remapping should re-balance their usages jointly, such that
resource “hot-spots” [7] in the HOE-DCN can be minimized
and the quality-of-service (QoS) of network services can
be ensured from multiple perspectives. Secondly and more
importantly, VNT remapping involves VM migration and VL
reconfiguration, between which the former is much more time-
consuming and thus determines the overall latency of VNT
remapping [25], while the studies in [23, 24] did not consider
the potential latency of the resulting VM migration.

To avoid service interruption, the operator usually leverages
live VM migration [26] to maintain the running of network ser-
vices during VNT remapping. However, since a live migration
normally needs to transfer several or even tens of gigabytes
(GB) of data between two servers [17], it can occupy a fair
amount of bandwidth consistently for a while [26], which
might not only hinder normal service traffic but also cause
network instability. Hence, the latency of VM migration should
be regarded as the major cost of VNT remapping, and as the
latency depends on the actual scheme of VNT remapping, it
is desired to obtain the VNT remapping scheme that leads to
the shortest latency of VM migration [25, 27].

This motivates us to revisit the problem of VNT remapping
in an HOE-DCN in this work, and we would like to formulate
a brand-new optimization to minimize the number of resource
hot-spots and the estimated latency of VM migration simul-
taneously. Nevertheless, minimizing the number of resource
hot-spots can make the VNT remapping migrate more VMs
and prolong the latency of VM migration, and vice versa.

Therefore, the two minimizations contradict to each other and
can hardly be modeled with a single-level optimization.

In this work, we decide to model the VNT remapping as
a bilevel optimization [28]. Specifically, the upper-level opti-
mization aims at selecting proper VMs to migrate such that the
estimated latency of VM migration can be minimized, while
the lower-level optimization determines the actual scheme of
VNT remapping for minimizing the number of resource hot-
spots. In this bilevel model, the solution of the upper-level
problem limits the set of feasible solutions for the lower-level
one, while the lower-level solution evaluates that of the upper-
level one. We first formulate a bilevel mixed integer linear
programming (BMILP) model for the bilevel optimization, and
design an exact algorithm that runs in exponential time. Then,
we propose a polynomial time algorithm based on enumeration
to solve the BMILP model approximately. Finally, extensive
simulations verify the effectiveness of our proposal.

The rest of the paper is organized as follows. We survey
the related work briefly in Section II. Section III provides
the problem description and formulates the BMILP model.
In Section IV, we first discuss the exact algorithm and then
propose the polynomial time algorithm based on enumeration.
The simulations for performance evaluations are discussed in
Section V. Finally, Section VI summarizes the paper.

II. RELATED WORK

As the fundamental problem to facilitate network virtual-
ization, VNE has been studied for different types of networks
in the literature [15, 16, 29–31]. Among them, a few studies
have considered a DCN as the SNT [30, 31]. However, since
network environment is usually dynamic, one-shot VNE can
hardly be sufficient, and the usages of IT and bandwidth
resources should be re-balanced frequently to keep the opti-
mality of VNE [32]. Hence, VNT remapping should be studied
to maintain the QoS of VNTs, and the existing investigations
in this area covered not only algorithm designs [18–20] but
also system implementations [33–35]. Nevertheless, none of
the studies mentioned above has considered an HOE-DCN as
the SNT, and thus their approaches cannot be leveraged to
tackle the problem considered in this work, due to the unique
feature of OXC (i.e., its one-to-one connectivity makes the
topology of the SNT changeable through VNT remapping).

Meanwhile, considering the dynamic nature of DCNs, nu-
merous previous studies have been devoted to optimizing the
procedure of VM migration such that the overall latency can
be minimized [36–38], because VM migration is costly in
DCNs and if not optimized, it can severely affect the QoS
of network services [25]. However, these studies only tried to
optimize the data transfers of VM migration according to a
given VNT remapping plan (i.e., where to migrate the VMs
is predetermined). Recently, the authors of [39, 40] have pro-
posed algorithms to tackle VNT remapping in consideration
of the cost due to the latency of VM migration, but their
investigation were based on the traditional EPS-based DCNs.

The idea of HOE-DCN was proposed more than a decade
ago [5]. Lately, with the momentum gained from artificial
intelligence, people have demonstrated effective network au-
tomation in an HOE-DCN by leveraging deep learning (DL),
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such that the EPS-/OCS-based inter-rack networks can be
orchestrated better for application-aware service provisioning
[4, 7, 8]. Nevertheless, they only focused on the system designs
and experimental demonstrations of DL-assisted network au-
tomation, but did not develop algorithms to optimize the VNT
remapping in an HOE-DCN. With an over-simplified objective,
we have studied the VNT remapping in an HOE-DCN in [23,
24], but as we have already explained, the optimization model
should be further improved to consider more practical factors.
Therefore, to the best of our knowledge, this work is first one
that tries to optimize the VNT remapping in an HOE-DCN to
minimize the number of resource hot-spots and the estimated
latency of VM migration simultaneously.

TABLE I
MAJOR ABBREVIATIONS

Abbrev. Full Name Abbrev. Full Name
SNT Substrate network VNT Virtual network
SN Substrate node VNs Virtual node
SL Substrate link VL Virtual link

ToR Top-of-rack PoD Points-of-delivery
VM Virtual machine LR Lagrangian relaxation
LP Linear programming KKT Karush-Kuhn-Tucker

HOE-DCN Hybrid optical/electrical datacenter network
EPS Electrical packet switching
OCS Optical circuit switching
OXC Optical cross-connect
ILP Integer linear programming

MILP Mixed integer linear programming
BMILP Bilevel mixed integer linear programming

III. PROBLEM DESCRIPTION

In this section, we first explain the network model of the
VNT remapping in an HOE-DCN, and then formulate an
BMILP model to describe the bilevel optimization for it. Table
I lists the abbreviations that are frequently used in this paper.

A. Network Model

In our problem of VNT remapping, the SNT is an HOE-
DCN and we model its topology as a graph G(Vs, Es), where
Vs and Es are the sets of substrate nodes (SNs) and substrate
links (SLs), respectively. Here, each SN vs ∈ Vs is a server
rack, which consists of a ToR switch and a server pool.

The IT resources on each server pool are CPU cycles and
memory space, and we denote their capacities as CCPU and
CMEM, respectively. Meanwhile, the total I/O capacity of each
server pool is CBW. Each ToR switch connects to both the
EPS-based inter-rack network and an OXC, and we denote its
total bandwidth capacities to/from the EPS-based and OCS-
based inter-rack networks as BE and BO, respectively. Note
that, as we assume that the EPS-based inter-rack network uses
oversubscription, we have CBW > BE in this work and the
oversubscription ratio can be represented by CBW

BE
. Meanwhile,

the one-to-one connectivity of OXC restricts that at a given
time, each ToR switch can only be connected with one other
ToR switch through an OCS-based SL.

For each network service in the HOE-DCN, its VMs and
the network connections among them formulate a VNT. As
the VNT remapping considered in this work can reconfigure

multiple VNTs, we define two sets (i.e., Vr and Er) to
denote all the VMs and virtual links (VLs) of active VNTs,
respectively. Note that, the dynamic nature of each network
service makes the resource demands of the VMs and VLs in
its VNT time-varying. Therefore, to adapt to future network
status, we can estimate/forecast the resource demands (e.g.,
the average or peak values) for a future period [7, 8], and
remap the VNT accordingly (if necessary). Specifically, each
VM vr ∈ Vr runs computing tasks and will consume certain
CPU cycles and memory space in the future period, which
are denoted as cCPU

vr and cMEM
vr , respectively, while a VL

(vr, ur) ∈ Er connects two VMs (vr, ur ∈ Vr), and its future
bandwidth demand is defined as b(vr,ur). In a practical HOE-
DCN, the estimation/prediction of future resource demands
can be accomplished by the control plane [7, 8].

The uplink/downlink bandwidth demands of a ToR switch
are the sums of the bandwidth demands of all the VLs that are
from/to the VMs in its server pool. If the total IT or bandwidth
demand of the VMs on a server pool approaches to the cor-
responding capacity, the network system will become highly-
loaded such that the QoS of the related network services will
be affected (e.g., their job completion time can be prolonged
[7, 8]). Hence, we define two thresholds, which tell the upper-
limits of normal resource utilizations on server pools and EPS-
based ports, as ηIT and ηBW, respectively. In other words, if
the resource utilization on the server pool/EPS-based ports of a
ToR switch exceeds ηIT/ηBW, the server pool/EPS-based ports
will be a resource hot-spot in the HOE-DCN [7, 8]. Therefore,
the VNT remapping should minimize resource hot-spots.

The latency of VM migration contributes the most to the
cost of VNT remapping in DCNs [25]. Here, we hope to
point out that even though the latency of VM migration can
be reduced by leveraging a sophisticated algorithm to schedule
the related data transfers [37], it is still relevant to consider the
latency of VM migration when planning the VNT remapping.
This is because the actual scheme of VNT remapping (i.e.,
where to migrate the VMs) determines the lower-bound of the
latency of VM migration. Hence, although the exact value
of the latency can only be obtained by applying the VM
migration scheduling algorithm, which is out of the scope of
this work, we can estimate an approximation value for it by
simply looking at the current network status. For instance, the
latency of VM migration can be estimated by assuming that all
the VMs are migrated in parallel, i.e., their migrations start at
the same time and share the available bandwidth evenly. Then,
the estimated latency can be used as a performance indicator
to evaluate the quality of a VNT remapping scheme.

Fig. 2 gives an example to explain why the estimated latency
of VM migration should be considered when planning the
VNT remapping. The network status in Fig. 2(a) indicates that
the memory usages in Racks 1 and 3 will exceed the available
memory spaces due to two VMs whose image size is 12
units. Then, because Racks 2 and 4 both have enough memory
and bandwidth resources to accommodate the VMs, the VNT
remapping schemes in Figs. 2(b) and 2(c) are equivalent from
the perspective of minimizing the number of resource hot-
spots. However, the conclusion will be different if we take the
estimated latency of VM migration into account. Specifically,
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Fig. 2. Example on how the scheme of VNT remapping affects the latency
of VM migration, (a) Network status before VNT remapping, (b) First VNT
remapping scheme, and (c) Second VNT remapping scheme.

the VM migration latency of the scheme in Fig. 2(b) is
max( 12

4 ,
12
3 ) = 4 time-units, while that of the scheme in Fig.

2(c) is 24
4 = 6 time-units. The bandwidth bottleneck to Rack

2 will prolong the latency of VM migration, no matter how
we schedule the related data transfers. Therefore, the VNT
remapping scheme in Fig. 2(b) is more preferable. To this end,
we can see that for the VNT remapping, we should minimize
the number of resource hot-spots and the estimated latency of
VM migration simultaneously.

B. Bilevel Optimization Model

As the two aforementioned minimizations have mutual
restraint, we artificially divide the decision maker that plans
VNT remapping into two logical entities, i.e., the VM picker
and remapping planner, such that the VNT remapping problem
can be modeled as a bilevel optimization. Here, the VM picker
considers the upper-level optimization to select the VMs to
migrate for minimizing the resulting VM migration latency,
while the remapping planner is in charge of the lower-level
optimization to finalize the VNT remapping scheme (i.e.,
where to migrate the selected VMs and how to reconfigure
the OXC) for minimizing the number of resource hot-spots.
Hence, neither the VM picker nor the remapping planner can
solve its optimization independently. This also justifies why
the problem of VNT remapping in an HOE-DCN should not
be modeled as a single-level optimization. We formulate the
following BMILP to describe the bilevel model. Table II lists
the parameters of the upper- and lower-level optimizations.

1) Upper-level Optimization: It is for the VM picker to se-
lect the VMs to migrate, such that the resulting VM migration
latency can be minimized. Table III summarizes its variables.

Objective:
The upper-level optimization needs to minimize the latency

of VM migration, which is estimated in the lower-level one.

Minimize T. (1)

Constraints:
∑

vr∈Vr

Pvr,vs ·Kvr · c
CPU
vr ≤ CCPU,∑

vr∈Vr

Pvr,vs ·Kvr · c
MEM
vr ≤ CMEM,

∀vs ∈ Vs. (2)

Eq. (2) ensures that on each SN, the total IT resource usage
of the VMs, which are not selected for migration, does not

TABLE II
COMMON PARAMETERS

Substrate Network (SNT)

G(Vs, Es) The topology of the SNT (i.e., an HOE-DCN).
CCPU The capacity of CPU cycles on each rack’s server pool.
CMEM The total memory space on each rack’s server pool.
CBW The total I/O capacity of each rack’s server pool.
BE The total bandwidth capacity on each ToR switch to/from

the EPS-based inter-rack network.
BEO

vs /BEI
vs The available bandwidth on the ToR switch in SN vs ∈

Vs to/from the EPS-based inter-rack network.
Pvr,vs The binary that equals 1 if VM vr is embedded on SN

vs before VNT remapping, and 0 otherwise.
Lvs,us The binary that equals 1 if the ToR switches of SNs

vs and us are connected through the OXC before VNT
remapping, and 0 otherwise.

ηIT/ηBW The threshold for identifying resource hot-spots, i.e., the
upper-limit of normal resource utilization on the server
pool/EPS-based ports of a ToR switch.

Virtual Network (VNT)

Vr /Er The set of VMs/VLs in active VNTs.
cCPU
vr The CPU demand of VM vr ∈ Vr .
cMEM
vr The memory demand of VM vr ∈ Vr .
Svr The amount of data transfer to migrate VM vr .
b(vr,ur) The bandwidth demand of VL (vr, ur) ∈ Er .

Auxiliary Parameters

W A large positive constant.

TABLE III
UPPER-LEVEL VARIABLES

Kvr The binary variable that equals 1 if VM vr stays on its current
SN (is not migrated) after VNT remapping, and 0 otherwise.

T The estimated latency of VM migration.

exceed the IT resource capacity of its server pool.
∑

(vr,ur)∈Er

Pvr,vs ·Kvr · b(vr,ur) ≤ CBW,∑
(vr,ur)∈Er

Pur,vs ·Kur · b(vr,ur) ≤ CBW,
∀vs ∈ Vs. (3)

Eq. (3) ensures that on each SN, the total bandwidth from/to
the VMs, which are not selected for migration, does not exceed
the corresponding bandwidth capacity of its server pool.

The constraints in Eqs. (2) and (3) are introduced because
cCPU
vr , cMEM

vr , and b(vr,ur) are actually the estimated/forecasted
resource demands for a future period. In other words, we need
to ensure that the future resource demands of remaining VMs
on each rack will not exceed the corresponding capacities.

2) Lower-level Optimization: It is for the remapping plan-
ner to determine the VNT remapping scheme based on the
selected VMs, such that the number of resource hot-spots can
be minimized. As the VMs for migration are selected by the
upper-level optimization, {Kvr} become parameters here. We
list the variables to optimize in Table IV.

Objective:
The objective is to minimize the resource hot-spots.

Minimize
∑

vs∈Vs

(
gIT
vs + gEO

vs + gEI
vs

)
. (4)
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TABLE IV
LOWER-LEVEL VARIABLES

P ∗vr,vs The binary variable that equals 1 if VM vr is mapped
on SN vs after VNT remapping, and 0 otherwise.

L∗vs,us
The binary variable that equals 1 if the ToR switches
of SNs vs and us are connected through the OXC after
VNT remapping, and 0 otherwise.

xvs,us
(vr,ur)

The binary variable that equals 1 if VL (vr, ur) is from
vs to us after VNT remapping, and 0 otherwise.

yvs,us
(vr,ur)

The binary variable that equals 1 if VL (vr, ur) is
from vs to us and goes through the OXC after VNT
remapping, and 0 otherwise.

zvs,us
(vr,ur)

The binary variable that equals 1 if VL (vr, ur) is from
vs to us and goes through the EPS-based inter-rack
network after VNT remapping, and 0 otherwise.

gEO
vs

/gEI
vs

The binary variable that equals 1 if the ToR switch of SN
vs encounters a resource hot-spot in the uplink/downlink
direction of its EPS-based inter-rack network after VNT
remapping, and 0 otherwise.

gIT
vs

The binary variable that equals 1 if SN vs encounters a
resource hot-spot in its server pool, and 0 otherwise.

Constraints:

Kvr =
∑

vs∈Vs

Pvr,vs · P
∗
vr,vs , ∀vr ∈ Vr. (5)

Eq. (5) ensures that only the VMs selected by the upper-level
optimization can be migrated.∑

vs∈Vs

P ∗vr,vs = 1, ∀vr ∈ Vr. (6)

Eq. (6) ensures that each VM is embedded on one SN.

∑
vr∈Vr

P ∗vr,vs · c
CPU
vr ≤ CCPU,∑

vr∈Vr

P ∗vr,vs · c
MEM
vr ≤ CMEM,∑

(vr,ur)∈Er

P ∗vr,vs · b(vr,ur) ≤ CBW,∑
(vr,ur)∈Er

P ∗ur,vs · b(vr,ur) ≤ CBW,

∀vs ∈ Vs. (7)

Eq. (7) ensures that the resource constraints are still satisfied.∑
us∈Vs\vs

L∗vs,us
= 1, ∀vs ∈ Vs. (8)

Eq. (8) ensures that each ToR switch can only be connected
with one other ToR switch through the OXC.

L∗vs,us
= L∗us,vs , {vs, us : vs 6= us, vs, us ∈ Vs}. (9)

Eq. (9) ensures that each OCS-based connection between a
pair of ToR switches is bidirectional.
xvs,us
(vr,ur)

≥ P ∗vr,vs + P ∗ur,us
− 1,

xvs,us
(vr,ur)

≤ 1

2
·
(
P ∗vr,vs + P ∗ur,us

)
,
∀(vr, ur) ∈ Er, ∀vs, us ∈ Vs.

(10)
Eq. (10) ensures that if VMs vr and ur are mapped on SNs
vs and us, respectively, VL (vr, ur) is embedded on an SL
between SNs vs and us accordingly.

yvs,us
(vr,ur)

≤ 1

3
·
(
P ∗vr,vs + P ∗ur,us

+ L∗vs,us

)
,

∀(vr, ur) ∈ Er, ∀vs, us ∈ Vs.
(11)

Eq. (11) ensures that if a VL is embedded on an SL between
a pair of ToR switches that are connected through the OXC,
it can be embedded on an OCS-based SL.

zvs,us
(vr,ur)

+yvs,us
(vr,ur)

= xvs,us
(vr,ur)

, ∀(vr, ur) ∈ Er, ∀vs, us ∈ Vs. (12)

Eq. (12) ensures that each VL is embedded on either an EPS-
based SL or an OCS-based SL between a pair of ToR switches.

W · gEO
vs ≥

 ∑
(vr,ur)∈Er

∑
us∈Vs\vs

zvs,us
(vr,ur)

· b(vr,ur)


− ηBW ·BE, ∀vs ∈ Vs,

(13)

W · gEI
vs ≥

 ∑
(vr,ur)∈Er

∑
us∈Vs\vs

zus,vs
(vr,ur)

· b(vr,ur)


− ηBW ·BE, ∀vs ∈ Vs,

(14)


W · gIT

vs ≥

( ∑
vr∈Vr

P ∗vr,vs · c
CPU
vr

)
− ηIT · CCPU,

W · gIT
vs ≥

( ∑
vr∈Vr

P ∗vr,vs · c
MEM
vr

)
− ηIT · CMEM,

∀vs ∈ Vs.

(15)
Eq. (13)-(15) ensure that after VNT remapping, all the re-
source hot-spots are identified correctly. Specifically, for a
rack, if the total bandwidth demand in the uplink/downlink
direction or the total CPU/memory demand exceeds the corre-
sponding threshold, the related decision variable for resource
hot-spot (i.e., gEO

vs , gEI
vs , or gIT

vs ) is set to 1.
BEO

vs · T ≥
∑

vr∈Vr

∑
us∈Vs\vs

Pvr,vs · P
∗
vr,us

· (1− Lvs,us) · Svr ,

BEI
vs · T ≥

∑
vr∈Vr

∑
us∈Vs\vs

Pvr,us · P
∗
vr,vs · (1− Lvs,us) · Svr ,

∀vs ∈ Vs.
(16)

Eq. (16) ensures that the latency of VM migration is estimated
correctly, by assuming simultaneous migrations in parallel2.

IV. ALGORITHM DESIGN

According to the analysis in [41], the bilevel optimization
formulated above is NP-hard. Hence, in this section, we first
design an exact algorithm that runs in exponential time, and
then propose a polynomial time approximation algorithm.

A. Exact Algorithm based On Enumeration

Since the BMILP formulated in Section III-B contains
binary variables, the bilevel model does not have convexity
[42]. Hence, we cannot leverage the commonly-used methods
based on Karush-Kuhn-Tucker (KKT) conditions and strong
duality [43] to transform it into a single-level optimization.
Meanwhile, as the bilevel model has separable upper and
lower levels, i.e., the upper-level problem can be solved
without considering the lower-level one [42], we can design an

2As each OCS-based SL normally has a much larger bandwidth capacity
than an EPS-based SL, we only consider the available bandwidth in the
EPS-based inter-rack network to estimate the latency of VM migration, for
addressing the worst case scenario.
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enumeration-based exact algorithm to solve it [44, 45]. Specif-
ically, the exact algorithm first gets all the feasible solutions
of the upper-level problem, then obtains the corresponding
solutions of the lower-level one, and finally checks the solution
combinations of the upper- and lower-level problems to find
the optimal solution of the bilevel model.

Algorithm 1 describes the detailed procedure of the exact
algorithm. It first obtains all the feasible solution of the upper-
level problem under the resource constraints (i.e., each solution
is a feasible set of VMs for migration {Kvr}). Then, for each
solution, it formulates and solves a lower-level problem to
obtain a solution of the bilevel model, i.e., {T̃ , P̃ ∗

vr,vs , L̃
∗
vs,us
}

(Line 3). Next, we compare T̃ with the best-known latency
of VM migration T ∗, and update the best-known solution if
we have T̃ < T ∗ (Lines 4-7). Finally, after all the feasible
solutions of the upper-level problem have been checked, the
optimal solution of the bilevel optimization can be obtained.

Algorithm 1: Exact Algorithm based on Enumeration

1 T ∗ = +∞, {P ∗
vr,vs = 0}, {L∗

vs,v′s
= 0};

2 for each feasible solution {Kvr} of upper-level do
3 formulate a lower-level MILP with {Kvr} and solve

it to get T̃ , {P̃ ∗
vr,vs} and {L̃∗

vs,us
};

4 if T̃ < T ∗ then
5 T ∗ = T̃ , {P ∗

vr,vs} = {P̃ ∗
vr,vs};

6 {L∗
vs,us
} = {L̃∗

vs,us
};

7 end
8 end
9 return {P ∗

vr,vs} and {L∗
vs,us
};

B. Considerations for Approximation Algorithm Design

In Algorithm 1, neither the enumeration of all the feasible
solutions of the upper-level problem nor the solving of the
lower-level mixed integer linear programming (MILP) can
be completed in polynomial time. Hence, it does not scale
well, which motivates us to leverage its procedure to design a
polynomial time approximation algorithm (i.e., Algorithm 2).

C. Approximation Algorithm for Upper-level Problem

In Algorithm 2, we first try to improve the time-efficiency
of the enumeration of the upper-level problem’s solutions.
Eq. (16) suggests that the latency of VM migration generally
increases with the maximal total size of the VMs to/from a
server pool. Hence, we develop an enumeration strategy to
only check N most promising solutions of the upper-level
problem, as shown in Lines 1-7 of Algorithm 2. The basic
idea is to only select the “necessary” VMs for migration
under a set of shrunk resource constraints, such that the total
size of the selected VMs on each SN is minimized. Line 1
defines ∆ηIT and ∆ηBW as the steps for shrinking the IT
and I/O capacities of each SN, respectively. Then, the for-
loop that covers Lines 2-7 enumerates N most promising
solutions, where Line 3 calculates the shrinking ratios (η̃IT and
η̃BW) for resource constraints in each iteration. Specifically,

the iterations shrink the resource constraints from 100% to
right below the corresponding thresholds (η̃IT and η̃BW) for
identifying resource hot-spots in the HOE-DCN.

With η̃IT and η̃BW, Line 5 formulates the following optimiza-
tion to tackle the upper-level problem for each SN vs ∈ Vs.

Maximize
∑

{vr :Pvr,vs=1}

Kvr · Svr ,

s.t.
∑

{vr :Pvr,vs=1}

Kvr · c
CPU
vr < η̃IT · CCPU,

∑
{vr :Pvr,vs=1}

Kvr · c
MEM
vr < η̃IT · CMEM,

∑
{vr :Pvr,vs=1}

Kvr · b
in
vr < η̃BW · CBW,

∑
{vr :Pvr,vs=1}

Kvr · b
out
vr < η̃BW · CBW.

(17)

where {vr : Pvr,vs = 1} denotes the set of VMs that are
embedded on SN vs before VNT remapping, and bin

vr /bout
vr is

the total I/O resource demand to/from VM vr (i.e., the total
bandwidth demand of the VLs that go in/out vr).

If we treat η̃IT ·CCPU, η̃IT ·CMEM and η̃BW ·CBW as the capac-
ities of a 4-dimensional (4D) knapsack, {cCPU

vr , cMEM
vr , bin

vr , b
out
vr }

as the 4D size of an item (i.e., a VM vr), and Svr as the value
of an item, the optimization in Eq. (17) actually constitutes
a typical 4D knapsack problem. As the 4D knapsack is still
NP-hard, we design a polynomial time approximate algorithm
based on Lagrangian relaxation (LR) to solve it in Line 6. We
first build a dual problem, whose solution gives an upper-
bound on the optimal solution of Eq. (17).

Minimize Ldual (λ1, λ2, λ3) = max
{Kvr }

 ∑
{vr :Pvr,vs=1}

Kvr · Svr

+ λ1 ·

η̃IT · CMEM −
∑

{vr :Pvr,vs=1}

Kvr · c
MEM
vr


+ λ2 ·

η̃BW · CBW −
∑

{vr :Pvr,vs=1}

Kvr · b
in
vr


+λ3 ·

η̃BW · CBW −
∑

{vr :Pvr,vs=1}

Kvr · b
out
vr

 ,
s.t.

∑
{vr :Pvr,vs=1}

Kvr · c
CPU
vr < η̃IT · CCPU.

(18)
where λ1, λ2 and λ3 are the non-negative Lagrangian multi-
pliers. Eq. (18) can be further simplified as

Minimize Ldual (λ1, λ2, λ3) = max
{Kvr }


 ∑
{vr :Pvr,vs=1}

Kvr ·(
Svr − λ1 · cMEM

vr − λ2 · bin
vr − λ3 · bout

vr

)]
+ λ1 · η̃IT · CMEM + (λ2 + λ3) · η̃BW · CBW},

s.t.
∑

{vr :Pvr,vs=1}

Kvr · c
CPU
vr < η̃IT · CCPU.

(19)

Therefore, for specific λ1, λ2 and λ3, the optimization in
Eq. (19) can be solved by dynamic programming with the
time complexity of O (|{vr : Pvr,vs = 1}| · CCPU) to get the
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Algorithm 2: Approximation Algorithm for Bilevel Model

1 ∆ηIT = 1−ηIT
N−1 , ∆ηBW = 1−ηBW

N−1 ;
2 for i ∈ [0, N − 1] do
3 η̃IT = 1− i ·∆ηIT, η̃BW = 1− i ·∆ηBW;
4 shrink resource constraints with η̃IT and η̃BW;
5 formulate an optimization with the shrunk constraints

for the upper-level problem (as in Eq. (17));
6 solve the optimization in Eq. (17) with Algorithm 4 to

obtain a feasible solution of the upper-level problem;
7 end
8 T ∗ = +∞, {P ∗

vr,vs = 0}, {L∗
vs,v′s

= 0};
9 for each feasible solution {Kvr} of upper-level do

10 formulate a lower-level MILP with {Kvr} and solve
it with Algorithm 5 to get T̃ , {P̃ ∗

vr,vs} and {L̃∗
vs,us
};

11 if T̃ < T ∗ then
12 T ∗ = T̃ , {P ∗

vr,vs} = {P̃ ∗
vr,vs};

13 {L∗
vs,us
} = {L̃∗

vs,us
};

14 end
15 end
16 return {P ∗

vr,vs} and {L∗
vs,us
};

optimal solution {K̃vr}. However, {K̃vr} might not be a
feasible solution for the optimization in Eq. (17). Hence, we
design Algorithm 3 to build a feasible solution {Kvr} based
on {K̃vr}, whose time complexity is O (|{vr : Pvr,vs = 1}|).

Algorithm 3: Building Feasible Solution for Eq. (17)

Input: {K̃vr}
1 S = 0, cCPU = 0, cMEM = 0, bin = 0, bout = 0, flag = 0;
2 for each vr in {vr : Pvr,vs = 1} do
3 if flag = 1 then
4 Kvr = 0, continue;
5 end
6 if K̃vr = 0 then
7 S = S + Svr , cCPU = cCPU + cCPU

vr ,
cMEM = cMEM + cMEM

vr ;
8 bin = bin + bin

vr , bout = bout + bout
vr ;

9 if (cCPU ≥ η̃IT · CCPU) or (cMEM ≥ η̃IT · CMEM) or
(bin ≥ η̃BW · CBW) or (bout ≥ η̃BW · CBW) then

10 Kvr = 0, flag = 1, continue;
11 end
12 Kvr = 1;
13 end
14 end
15 return {Kvr} and S;

For specific λ1, λ2 and λ3, we use {K̃vr} to calculate
Ldual (λ1, λ2, λ3), which is an upper-bound of the solution of
Eq. (17), while the S obtained by Algorithm 3 is a lower-
bound of Eq. (17). Then, with the principle of LR, we can
update the values of λ1, λ2 and λ3 in iterations with the
sub-gradient method in [46], such that the gap between the
upper and lower-bounds is reduced continuously to make the
best-known feasible solution approximate the optimal one.

Algorithm 4 shows the overall procedure of the LR. Line 1
is for the initialization. The subsequent for-loop solves Eq.
(17) with LR for all the server racks (Lines 2-21).

Specifically, for each server rack (i.e., an SN vs ∈ Vs), the
while-loop that covers Lines 4-20 tries to improve the quality
of the solution until the relative dual gap is smaller than a p-
reset threshold γ1. Line 5 solves Eq. (19) for Ldual (λ1, λ2, λ3)
and {K̃vr}, and then Lines 6-14 update the upper-bound ub
with Ldual (λ1, λ2, λ3) and modify the step-size coefficient w.
Here, we use t to record the number of iterations for which ub
has not been updated, and if it exceeds a preset threshold tTH,
we divide w by 2 (Line 10). Line 15 inputs {K̃vr} to Algorithm
3 and gets a feasible solution of Eq. (17) (S and {Kvr}). As
Eq. (17) is for maximization, its feasible solution sets a lower-
bound on the objective. Hence, in Line 16, we update the
lower-bound lb with S, and calculate the sub-gradient vectors
of Ldual (λ1, λ2, λ3) regarding λ1, λ2 and λ3 as

f(λ1) =
∂Ldual

∂λ1
= η̃IT · CMEM −

∑
{vr :Pvr,vs=1}

Kvr · c
MEM
vr ,

f(λ2) =
∂Ldual

∂λ2
= η̃BW · CBW −

∑
{vr :Pvr,vs=1}

Kvr · b
in
vr ,

f(λ3) =
∂Ldual

∂λ3
= η̃BW · CBW −

∑
{vr :Pvr,vs=1}

Kvr · b
out
vr .

(20)
Line 17 obtains the step-size in the current iteration as [47]

µn =
w · [Ldual(λ

n
1 , λ

n
2 , λ

n
3 )− S]

[f(λn
1 ) + f(λn

2 ) + f(λn
3 )]

2
, (21)

where λn1 , λn2 and λn3 represent the values of λ1, λ2 and λ3
in the current iteration (i.e., the n-th), respectively. We get the
λ1, λ2 and λ3 for the next iteration in Line 18, as

λn+1
1 = max [0, λn

1 − µn · f(λn
1 )] ,

λn+1
2 = max [0, λn

2 − µn · f(λn
2 )] ,

λn+1
3 = max [0, λn

3 − µn · f(λn
3 )] .

(22)

Finally, Algorithm 4 solves the upper-level problem that uses
a specific set of shrunk resource constraints in Line 22. As Eq.
(17) transforms the minimization of the upper-level problem
into a maximization, the approximation ratio of Algorithm 4
can be analyzed as follows. If we denote the optimal solution
of Eq. (17) as SILP, we have SILP ≤ Ldual(λ1, λ2, λ3) = ub
and lb = S, where S is the solution obtained by Algorithm 4.
Therefore, the approximate ratio ε1 is

ε1 =
S

SILP
≥ S

Ldual(λ1, λ2, λ3)
=

lb

ub
> 1− γ1, (23)

which confirms that the approximation ratio is at least 1− γ1.
According to the principle of LR, Algorithm 4 runs in

polynomial time. Hence, Line 6 in Algorithm 2 can be tackled
in polynomial time as well. Then, as the enumeration strategy
in Lines 1-7 of Algorithm 2 only considers N most promising
solutions of the upper-level problem, it runs in polynomial
time too. Next, the time complexity of Lines 8-15 of Algorithm
2 is dominated by that of Line 10 there. In the next subsection,
we will design an approximation algorithm to solve the lower-
level MILP in polynomial time (i.e., for the Algorithm 5
in Line 10 of Algorithm 2). Finally, we can confirm that
Algorithm 2 runs in polynomial time.
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Algorithm 4: Lagrangian Relaxation to Solve Eq. (17)
Input: γ1

1 {Kvr = 0};
2 for each vs ∈ Vs do
3 w = 2, ub = +∞, lb = 0, λ1 = λ2 = λ3 = 0, t = 0;
4 while ub−lb

ub ≥ γ1 do
5 solve Eq. (19) with dynamic programming to get

Ldual (λ1, λ2, λ3) and {K̃vr};
6 if Ldual (λ1, λ2, λ3) < ub then
7 ub = Ldual (λ1, λ2, λ3), t = 0;
8 else
9 if t > tTH then

10 w = w/2, t = 0;
11 else
12 t = t+ 1;
13 end
14 end
15 get S and {Kvr} with {K̃vr} and Algorithm 3;
16 lb = S, get {f(λn1 ), f(λn2 ), f(λn3 )} with Eq. (20);
17 get step-size µn with Eq. (21);
18 get λn+1

1 , λn+1
2 and λn+1

3 with Eq. (22);
19 λ1 = λn+1

1 , λ2 = λn+1
2 , λ3 = λn+1

3 ;
20 end
21 end
22 return {Kvr};

D. Approximation Algorithm for Lower-level Problem

With a solution of the upper-level problem ({Kvr}), we can
formulate an MILP for the lower-level problem, as described in
Section III-B. To solve the MILP time-efficiently, we propose
a polynomial-time approximation algorithm based on linear
programming (LP) relaxation and randomized rounding.

Algorithm 5 shows the procedure of the approximation
algorithm. Regarding its inputs, M denotes the maximum
number of rounding iterations, and γ2 is the preset parameter
for approximation. In Line 1, we preprocess the MILP for
the lower-level problem and relax the result to get an LP.
Here, the preprocessing is introduced to improve the efficiency
of our problem-solving, and it includes two steps. Firstly,
we remove Eq. (16) from the lower-level MILP, because it
has noting to do with the optimization objective, and then
the lower-level MILP becomes an ILP. Secondly, we add
the following constraints to improve the successful rate of
subsequent randomized rounding (i.e., reducing the probability
of obtaining infeasible solutions).

yvs,us
(vr,ur)

≤ L∗vs,us
, ∀(vr, ur) ∈ Er, ∀vs, us ∈ Vs, (24)

which will not affect the solution of the original lower-level
MILP. In the LP relaxation, we relax all the binary variables
in the ILP to real ones within [0, 1].

The LP is solved in Line 2 to get {P̃ ∗
vr,vs}, {L̃

∗
vs,us
} and

g̃, which are all in real numbers. g̃ is the objective of the LP,
i.e., the number of resource hot-spots, and we round it up in
Line 3 and use it as the lower-bound of the optimal solution
of the lower-level problem. Then, the subsequent while-loop
builds a qualified approximation solution in iterations (Lines

Algorithm 5: LP Relaxation and Randomized Rounding
to Solve Lower-level Problem

Input: {Kvr}, M , γ2
1 preprocess and relax the lower-level MILP with {Kvr} to

get an LP;
2 solve the LP to get the values of {P̃ ∗

vr,vs}, {L̃
∗
vs,us
} and

g̃ in real numbers;
3 g̃ = dg̃e, n = 0;
4 while n < M do
5 for each vr in {vr : Kvr = 0} do
6 determine the SN that VM vr should be migrated

to randomly with {P̃ ∗
vr,vs} as probabilities;

7 update {P ∗
vr,vs} according to the result;

8 end
9 {L∗

vs,us
= 0}, flag = 0;

10 for each vs ∈ Vs do
11 for each us ∈ Vs \ vs do
12 if L∗

vs,us
= 1 then

13 flag = 1;
14 break;
15 end
16 end
17 if flag = 1 then
18 continue;
19 else
20 get the SN us that vs be connected to through

OXC randomly with {L̃∗
vs,us
} as probabilities;

21 update {L∗
vs,us
} according to the result;

22 end
23 end
24 if {P ∗

vr,vs} and {L∗
vs,us
} do not denote a feasible

solution to lower-level MILP then
25 continue;
26 end
27 calculate objective g∗ with {P ∗

vr,vs} and {L∗
vs,us
};

28 if g∗

g̃ < 1 + γ2 then
29 break;
30 end
31 n = n+ 1;
32 end
33 calculate the latency of VM migration T with Eq. (16)

using {P ∗
vr,vs} and {L∗

vs,us
};

34 return {P ∗
vr,vs}, {L

∗
vs,us
}, and T ;

4-32). In the while-loop, we use two for-loops to determine the
values of {P ∗

vr,vs} and {L∗
vs,us
} with randomized rounding,

respectively (Lines 5-23). Specifically, we get the binary
values of {P ∗

vr,vs} and {L∗
vs,us
} randomly with {P̃ ∗

vr,vs}
and {L̃∗

vs,us
} as the probabilities, respectively. Next, Line 24

checks whether the obtained {P ∗
vr,vs} and {L∗

vs,us
} represents

a feasible solution to the original lower-level MILP. If yes, we
calculate the objective of the lower-level problem (g∗) with
{P ∗

vr,vs} and {L∗
vs,us
} (Line 27). Otherwise, we proceed to

the next iteration. Finally, when the objective g∗ satisfies the
approximation ratio, we break the while-loop and calculate the
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latency of VM migration with the obtained solution.
We can verify that the approximation ratio of Algorithm 5

is at most 1 + γ2 as follows. Because the lower-level MILP is
for minimization, the LP’s solution (i.e., g̃) provides a lower-
bound on the optimal solution, while the feasible solution built
by Algorithm 5 (i.e., g∗) is an upper-bound. Hence, if we
denote the optimal solution as gMILP, the approximation ratio
of Algorithm 5 can be calculated as

ε2 =
g∗

gMILP
≤ g∗

g̃
< 1 + γ2. (25)

We also would like to point out that according to the
principle of LP relaxation with randomized rounding and the
well-known Chernoff-Bound [48], the probability of Algorithm
5 obtaining a qualified solution can approach to 1, as long as
the values of M and γ2 are properly selected. Finally, as the
LP solving in Line 2 can also be finished in polynomial time,
Algorithm 5 is a polynomial-time approximation algorithm.

V. PERFORMANCE EVALUATION

In this section, we perform extensive simulations and dis-
cuss the results to evaluate the performance of our proposal.

A. Simulation Setup

As the classic fat-tree in Fig. 1(a) is one of the most popular
topologies for EPS-based inter-rack networks, the simulations
assume that a classic k-ray fat-tree is used for the EPS part
of the HOE-DCN (e.g., the fat-tree in Fig. 1(a) has k = 4).
Meanwhile, we assume that the oversubscription ratio in the
EPS-based inter-rack network is CBW

BE
= 2 for each rack. It

should be noted that considering the numerous racks in a DCN
and the prohibitive complexity of managing all of them as a
whole, an operator usually manages its DCN in a modular
way. Specifically, the operator can divide its DCN into many
points-of-delivery (PoDs), and treat each PoD as a module of
network, compute and storage components that work together
to deliver network services [49]. Hence, we also divide each
of the HOE-DCNs considered in the simulations into PoDs,
and assume that each VNT can only be mapped and remapped
within one PoD. Specifically, for an HOE-DCN that uses the
k-ray fat-tree as the EPS part, we divide it into k

2 PoDs and
each PoD includes k racks. Regarding the size of the HOE-
DCN, we surveyed the commonly-used scales for fat-trees, and
decide to architect the largest HOE-DCN in our simulations
based on the 128-ray fat-tree [50].

As for the benchmark, we design a weight-based single-
level optimization, also to balance the tradeoff between the
two objectives considered in our proposed bilevel model.

Minimize α · T +
∑

vs∈Vs

(
gIT
vs + gEO

vs + gEI
vs

)
.

s.t. Eqs. (6)− (16),
(26)

where α is the weight for minimizing the estimated latency of
VM migration (i.e., T ). Here, we define α = 3 · |Vs| to ensure
that minimizing T is still the primary objective as that in our
bilevel model. We solve the optimization in Eq. (26) with LP
relaxation and randomized rounding, with the procedure that
is similar to that in Algorithm 5.

To make sure that the results are generic, we use “units”
to denote the units of bandwidth and IT resources and “time-
units” to represent the units of time and latency. Note that,
although their units are not the physical ones, we do choose
the distributions of the parameters according to the cases in
real-world DCNs [51] or based on our own observations in
experiments (e.g., in [7, 8]), for ensuring the practicalness of
our simulations. For the k-ray fat-tree, the CPU, memory and
I/O resource capacities of each rack is assume to be CCPU =
100 · k units and CMEM = 128 · k units and CBW = 1000 · k
units/time-unit, respectively, the bandwidth capacity of each
ToR switch to/from the EPS part is set as BE = 1000 · k2
units/time-unit, and the available bandwidth on the ToR switch
in SN vs to/from the EPS part (i.e., BEO

vs /BEI
vs ) is randomly

selected within [500 · k2 , 1000 · k2 ] units/time-unit.
The simulations consider four HOE-DCNs, which are based

on {4, 8, 32, 128}-ray fat-trees. Each VNT includes [2, 20]
VMs whose connectivity is set as 0.3. We include two types
of VNTs in the simulations, i.e., the IT-bound and I/O-
bound ones. The CPU resource demand of each VM in a
IT-bound or I/O-bound VNT is selected within [1, 64] units
or [1, 12] units, respectively. The memory demand of each
VM in a IT-bound or I/O-bound VNT is selected with in
[1, 128] units or [1, 96] units, respectively. The bandwidth
demand of each VL in a IT-bound or I/O-bound VNT is
chosen within [1, 1000] units/time-unit or [1, 2500] units/time-
unit, respectively. The size of data transfers to migrate a VM is
set within [10000, 40000] units. The thresholds for identifying
resource hot-spots (ηIT and ηBW) are both set as 70%, and the
N in Algorithm 2 is chosen as 7.

Our simulations run in the discrete-time way as follows. At
the beginning of each simulation, we embed each VNT in a
PoD of the HOE-DCN according to its resource demands, with
the global resource capacity based VNE algorithm in [52],
such that the IT and bandwidth resource usages in the HOE-
DCN are balanced at the time of initial VNT embedding. Then,
the resource demands of each VNT change over time randomly
according to the aforementioned ranges. At each maintenance
time, we gather the future demands of each VNT to determine
whether the IT and bandwidth resources on racks will be used
up. If yes, VNT remapping will be triggered. This is repeated
until the total simulation time expires. To maintain sufficient
statistical accuracy, the simulations average the results from 60
independent runs to get each data point. Meanwhile, to show
the stability of the algorithms in the simulations, we also mark
the range of the 95% confidence interval in Figs. 3 and 4.

B. Performance in HOE-DCNs in Different Scales

We first evaluate the algorithms with HOE-DCNs in d-
ifferent scales. Fig. 3 shows the simulation results, where
the ratio between IT-bound and I/O-bound VNTs is set as
1 : 1. Here, “Exact” refers to Algorithm 1, which can obtain
the exact solution of our bilevel model, “Bilevel” denotes
our proposed approximation algorithm (Algorithm 2), “Single-
level” is the single-level benchmark mentioned in the previous
subsection, and “CPU-Balance” refers to the VNT remapping
algorithm developed in [24], which tries to remap VNTs to
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Fig. 3. Results for HOE-DCNs in different scales (Exact only runs in the
4-ray fat-tree).

balance the CPU usages on the racks in an HOE-DCN. We
set γ1 = γ2 = 0.1 for Bilevel to ensure that its approximation
ratio is at least 0.9, and similarly, the approximation ratios of
Single-level and CPU-Balance are also maintained above 0.9.
Due to the time complexity of Exact, it can only be solved for
the HOE-DCN with 4-ray fat-tree. Fig. 3(a) shows the results
on estimated latency of VM migration, while the results in
Fig. 3(b) denote the average ratio of the number of resource
hot-spots to its upper-limit (i.e., g∗

ĝ ). For the HOE-DCN with
4-ray fat-tree, the results in Fig. 3 confirm that the solution of
Bilevel is close to that of Exact, for both the estimated latency
of VM migration and the average ratio of resource hot-spots.

As the primary objective of Single-level is to minimize
the estimated latency of VM migration, it performs the best
among the four algorithms in Fig. 3(a). However, it also
provides much larger average ratio of resource hot-spots in Fig.
3(b) than Exact, Bilevel and CPU-Balance, which suggests
that the single-level optimization has difficulty to balance the
tradeoff between the primary and secondary objectives well
with empirically-assigned weights. Similarly, as the objective
of CPU-Balance is to balance the CPU usages on the racks,
it can reduce the number of resource hot-spots in Fig. 3(b),
with a relatively large number of VM migrations. Hence, its
estimated latency of VM migration is the longest in Fig. 3(a).
On the other hand, Bilevel balances the tradeoff much better
than Single-level and CPU-Balance, especially for the large-
scale HOE-DCNs (i.e., those with {32, 128}-ray fat-trees).

Table V shows the running time of the algorithms. It can
be seen that Exact can only be solved for the HOE-DCN
in the smallest scale, while Bilevel, Single-level and CPU-

TABLE V
RUNNING TIME OF ALGORITHMS (SECONDS)

Scale of HOE-DCN k = 4 k = 8 k = 32 k = 128

Exact 1438.854 - - -
Bilevel 0.0001 0.008 0.434 13.258

Single-level 0.0001 0.010 0.634 35.214
CPU-Balance 0.0001 0.010 0.444 14.137

Balance are much more time-efficient. The running time of
Bilevel is the shortest, which is significantly shorter than that
of Single-level. This is because for Bilevel and Single-level,
the procedure of LP relaxation and randomized rounding takes
the major part of their running time, while Single-level has
more constraints to handle in the procedure.
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Fig. 4. Results for HOE-DCNs with different VNTs (128-ray fat-tree).

C. Performance in HOE-DCNs with Different VNTs

Note that, the network services in DCNs can use different
types of VNTs, e.g., the VNTs focus their resource usages
on IT and bandwidth resources can be classified as IT-bound
and I/O-bound ones, respectively [7]. For instance, a network
service of MapReduce [14] usually organizes its VMs (i.e., the
name-nodes and data-nodes) as a cluster-type VNT. Here, a
typical MapReduce service such as WordCount (i.e., counting
word occurrences in a give set) usually focuses its resource
usages on CPU cycles and memory, and thus it uses an IT-
bound VNT, while another typical service of MapReduce,
namely, Teragen, which generates and distributes random data,
consumes much more bandwidth than WordCount and hence
can be classified as I/O-bound [17]. Meanwhile, there are also
VNTs that have alternate bandwidth-intensive and computing-
intensive phases, e.g., those for distributed machine learning
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Fig. 5. Convergence performance of Bilevel (128-ray fat-tree).

[53]. To address these practical cases, we consider three types
of HOE-DCN scenarios, where the ratio between IT-bound
and I/O-bound VNTs is set as 1 : 1, 4 : 1 and 1 : 4, namely,
Balanced-type, IT-type and I/O-type, respectively.

This time, we only consider the HOE-DCN with 128-ray
fat-tree. The results in Fig. 4 still illustrate that Bilevel can
balance the two objectives much better than the benchmarks.
Meanwhile, it is interesting to notice that the average ratios
of resource hot-spots obtained in the I/O-type HOE-DCN
environment are much smaller than those obtained in the other
two environments. This is due to the abundant bandwidth
provided by the OCS part, i.e., if the resource hot-spots are
mainly caused by high bandwidth usages on VLs, they can be
easily addressed with the VNT remapping that reconfigures the
VLs onto optical connections. For these large-scale problems,
we also analyze the convergence performance of Bilevel, and
plot the convergence of the approximation algorithms for
the upper and lower optimizations (i.e., Algorithms 4 and 5,
respectively) in Fig. 5. We observe that the relative gaps of
both algorithms can be reduced to below 0.1 in only a few
iterations, which further verifies the time-efficiency of Bilevel.

Finally, we would like to confirm that for the large-scale
problems, Bilevel can always balance the tradeoff between
the two objectives better than the benchmarks, no matter
what weight α is used in Eq. (26). Fig. 6 shows the results,
where we plot the average ratio of resource hot-spots versus
the estimated latency of VM migration, to show the tradeoff
clearly. Each curve of Single-level is obtained by changing
the value of α. It can be seen that in each case, the data point
for the results from Bilevel is always below the curve for the
results from Single-level. This verifies that Bilevel balances
the tradeoff better than Single-level, regardless of the choice
of α, i.e., the hassle of empirical parameter adjustments can
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Fig. 6. Performance on tradeoff balancing (128-ray fat-tree).

be avoided by Bilevel. Meanwhile, Fig. 6 also indicates that
Bilevel balances the tradeoff much better than CPU-Balance.

VI. CONCLUSION

In this work, we studied the problem of VNT remapping in
an HOE-DCN from a novel perspective, i.e., the remapping
schemes should be optimized for not only the network status
after the remapping but also the transition to realize it.
Specifically, we modeled the problem of VNT remapping as a
bilevel optimization, where the upper-level optimization aims
at selecting proper VMs to migrate such that the estimated
latency of VM migration can be minimized, and the lower-
level optimization determines the actual scheme of VNT
remapping for minimizing the number of resource hot-spots.
We first formulated a BMILP model for the bilevel optimiza-
tion, and then proposed a polynomial time algorithm based on
enumeration to solve it directly but approximately. Extensive
simulations confirmed the effectiveness of our proposal, and
the results verified that it can get near-optimal solutions
whose performance gaps to the optimal ones are bounded, and
balance the tradeoff between the two objectives much better
than the benchmarks based on single-level optimizations.
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