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Abstract—The advances on SmartNICs and programmable data plane (PDP) switches motivate people to deploy virtual network functions (vNFs) on these devices directly for better packet processing performance. Hence, this work considers how to leverage heterogeneous network function virtualization (NFV) platforms to upgrade the provisioning of vNF service chains (vNF-SCs) in a datacenter network (DCN). We design a novel time-efficient heuristic, to plan the service upgrade under a limited budget such that the QoS improvement on latency reduction can be maximized. Specifically, our algorithm first chooses nodes in the DCN to upgrade (i.e., by either equipping SmartNICs on certain servers or replacing switches with PDP-SWs), and then adjusts vNF-SC provisioning accordingly.
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I. INTRODUCTION

Recently, the booming of cloud computing has stimulated the exploration of new network architectures [1], and novel transmission and switching technologies have made the physical infrastructure of networks more ready for adaptive service provisioning [2–4]. Meanwhile, the advances on programmable packet processing hardware (e.g., SmartNICs and programmable data plane (PDP) switches) have promoted the idea of in-network computing [5], which enables the execution of virtual network functions (vNFs) in forwarding devices without affecting their performance on normal packet forwarding [6, 7]. Therefore, the success of network function virtualization (NFV) [8] can be further expanded, if we consider these hardware platforms (i.e., SmartNICs and PDP switches (PDP-SWs)) together with their software counterparts (e.g., virtual machines (VMs)) to realize heterogeneous NFV environments [9–12]. This is because the hardware platforms have superior packet processing performance, and thus they can provide service providers (SPs) unprecedented capabilities to address stringent quality-of-service (QoS) demands [6, 7].

Previously, to explore the benefits of heterogeneous NFV platforms, people have studied how to provision vNF service chains (vNF-SCs) with them [9–12]. However, the problem of upgrading existing vNF-SCs has not been considered, while it is as important as that of the initial provisioning. This is because in a practical network, service upgrades are inevitable, and can even be frequent to adapt to the ever-increasing service demands [13]. Note that, service upgrades involve incremental deployment and adjustment, which makes the optimizations of them significantly different from provisioning vNF-SCs from scratch. There are a few studies on the reconfiguration of vNF-SCs in the literature. For instance, the study in [8] tried to reconfigure vNF-SCs to adapt to the movement of clients, and Hu et al. [14] proposed to leverage vNF-SC re-organization and task scheduling to address the overheads related to VM-based vNF-SC provisioning. Nevertheless, to the best of our knowledge, the service upgrade of vNF-SCs, which utilizes heterogeneous NFV platforms containing SmartNICs, PDP-SWs and VMs, has not been addressed yet.

This work leverages heterogeneous NFV platforms to optimize the service upgrade of vNF-SCs. Specifically, we consider a datacenter network (DCN) as the substrate network (SNT), and study how to first choose nodes in it to upgrade (i.e., by either equipping SmartNICs on certain servers or replacing switches with PDP-SWs) and then adjust the provisioning schemes of existing vNF-SCs accordingly. We propose a novel heuristic to tackle the optimization time-efficiently, which first aggregates vNF-SCs to form vNF forwarding trees (vNF-FTs), and then adjusts the provisioning schemes of vNF-SCs by remapping the vNF-FTs to the SNT. Our simulation results verify the performance of the proposed algorithms.

The rest of the paper is organized as follows. In Section II, we explain the problem considered in this work. The time-efficient heuristic is presented in Section III. Section IV discusses the simulations for performance evaluation. Finally, we summarize the paper in Section V.

II. PROBLEM DESCRIPTION

NFV realizes network services by instantiating vNFs on general-purpose software/hardware platforms, and thus the usages of proprietary hardware systems can be minimized. This involves deploying vNFs on substrate nodes (SNs) and interconnecting them to form various types of virtual topologies [15–17]. The procedure is similar to the famous virtual network embedding (VNE) [18, 19]. Fig. 1 provides an example to explain the advantage of upgrading vNF-SCs with heterogeneous NFV platforms. Before the service upgrade, the source, vNF and destination of a vNF-SC are on three different racks in the DCN. The service upgrade uses a PDP-SW to
replace one aggregation switch that is on the vNF-SC’s routing path, and makes it possible to deploy vNFs there. Then, the vNF-SC’s routing path gets shortened by 4 hops. Moreover, as the packet processing in the PDP-SW is much faster than that in the original VM on a server, the end-to-end latency of the vNF-SC can be further reduced. Note that, end-to-end latency is an important QoS parameter to many network services.

We model the SNT as \( G(V, E) \), where \( V \) and \( E \) are the sets of SNs and substrate links (SLs), respectively. As the SNT is a DCN, there are two types of SNs in it, i.e., switches and servers. We assume that before the service upgrade, all the switches are traditional ones and thus vNFs can only be deployed on servers with VMs. The upgrade can either equip SmartNICs on certain servers, or replace certain switches with PDP-SWs. After the upgrade, we migrate vNFs to the programmable hardware. Here, the differences between SmartNICs and PDP-SWs are 1) PDP-SWs have better packet processing performance (i.e., shorter processing latencies) than SmartNICs, and 2) SmartNICs have more IT resources for instantiating vNFs (i.e., the memory for storing related flow tables) because they are equipped on servers and thus do not need to use many IT resources on normal packet forwarding as PDP-SWs do. Since SmartNICs and PDP-SWs support vNFs with programmable hardware, they provide much shorter processing latencies than VMs. The IT resources on servers for VMs are the most abundant among the three NFP platforms.

All the vNF types that are supported in the SNT are included in a set \( M \). Considering the heterogeneity among PDP-SWs, SmartNICs and servers, we assume that if a type-\( m \) vNF is deployed on a PDP-SW/SmartNIC/server, it consumes different IT resources, and the corresponding processing capabilities are also different. Meanwhile, the latency reductions are various, if the vNF is migrated from a server to a PDP-SW/SmartNIC. Hence, we need to optimize the service upgrade of vNF-SCs. We take the vNF-SC provisioning schemes before the upgrade as the input, and aim to maximize the QoS improvement on latencies under a fixed budget for PDP-SWs and SmartNICs. The resource constraints are also considered to ensure that the vNF-SCs are deployed correctly after the service upgrade.

### III. Algorithm Design

To solve the service upgrade problem time-efficiently, we design a heuristic, namely, FTA, which involves three steps: 1) merging vNF-SCs to build vNF-FTs, 2) expanding each vNF-FT to a mapping tree (MT) according to \( G(V, E) \), and 3) determining node upgrade schemes and updating vNF-SC's routing path accordingly based on the MTs.

#### A. Constructing vNF-FTs

Algorithm 1 explains how we merge existing vNF-SCs to obtain vNF-FTs. Lines 1-2 are for the initialization. Here, we put vNF-SCs, whose sources and destinations are in the same server racks, into the same group. For instance, if vNF-SCs have their sources and destinations in the racks whose ToR switches are \( u \) and \( v \) (\( u, v \in V \)), respectively, they are put into group \( g_{u,v} \). Then, the for-loop that covers Lines 3-25 builds a vNF-FT for each group. Line 3 initializes the vNF-FT for each group \( g_{u,v} \) and sets its root as \( T_{r1} = u \). Next, we use the for-loop covering Lines 5-16 to check all the vNFs in each vNF-SC in sequence and build the vNF-FT accordingly. For each vNF-SC, we start from its source (i.e., \( u \)) and introduce \( v \) to the current node that is being considered in the vNF-FT \( T \) (Line 6). If the vNF \( f_{i,1} \) in \( SC_i \) has already been included in the \((l + 1)\)-th level of \( T \), we update the counter of the corresponding node \( T_{u,v,l} \) (Lines 9-10). Otherwise, we create a new node to represent \( f_{i,1} \) and insert it in \( T \) (Lines 12-13).

Fig. 2 gives an illustrative example on the operation principle of Algorithms 1 and 2. It can be seen that each vNF-FT records the orders and numbers of vNFs in the vNF-SCs in a same group, where the number on each vNF denotes the value of the counter for the vNFs in the same type.

We use the for-loop that covers Lines 17-23 to trim the obtained vNF-FT \( T \) based on two empirical thresholds \( \xi_{el} \) and \( \xi_{cnt} \). This is because to facilitate effective service upgrade, we should give higher priorities to upgrade the vNFs, which are shared by more vNF-SCs. Specifically, if in vNF-FT \( T \), a node for one vNF is in a level that is lower than \( \xi_{el} \) and its counter is smaller than \( \xi_{cnt} \), we merge the subtree rooted in it with the subtree whose root is in the next level, represents the same vNF, and has the smallest counter (Lines 19-21). After merging the subtrees, we also update the counters of the related nodes accordingly. Line 24 inserts the trimmed vNF-FT in set \( FT \).

The time complexity of Algorithm 1 is \( O(|R|^2 \cdot \max(N_i + 1)) \), where \( R \) is the set of existing vNF-SCs, and \( \max(N_i + 1) \) is the longest chain length of the vNF-SCs in \( R \).

#### B. Expanding vNF-FTs to Obtain MTs

For each vNF-FT obtained by Algorithm 1, Algorithm 2 obtains the mapping schemes of the vNF-SCs aggregated in it based on the status of the SNT, such that the subsequent Algorithm 3 can leverage these mapping schemes to finally achieve effective service upgrade. Here, we refer to the mapping schemes of the vNF-SCs in a vNF-FT as a mapping tree (MT), and need to point out that the mapping schemes in an MT are just intermediate but not the final ones after the upgrade. Line 1 is for the initialization, and all the MTs initially use the same structures of their vNF-FTs. Then, the for-loop that covers Lines 2-20 expands each vNF-FT based on the status of the SNT to get an MT.
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Algorithm 1: Building vNF-FTs based on vNF-SCs

Input: vNF-SCs \{SC_i\}, empirical thresholds \(\xi_{rel}\) and \(\xi_{cnt}\).
Output: Set of vNF-FTs \(FT\).

1. \(FT = \emptyset\);
2. group vNF-SCs based on their sources and destinations;
3. for each group \(g_{u,v}\) do
4. \(T = \emptyset\), \(T.xt = u\);
5. for each vNF-SC \(SC_i\) in \(g_{u,v}\) do
6. mark the current node in \(T\) as \(v = T.xt = u\);
7. for each vNF \(f_{i,l}\) in \(SC_i\), in sequence do
8. if \(f_{i,l}\) is in the \((l + 1)\)-th level of \(T\) then
9. find node \(T.nd\) in the \((l + 1)\)-th level of \(T\) that represents \(f_{i,l}\);
10. \(T.nd.cnt = T.nd.cnt + 1\), \(v = T.nd\);
11. else
12. create a new node \(T.nd\) to represent \(f_{i,l}\) and
13. insert it in \(T\) as a child node of \(v\);
14. \(T.nd.cnt = 1\), \(v = T.nd\);
15. end
16. end
17. for each level \(l\) in vNF-FT \(T\) do
18. for each node \(T.nd\) in level \(l\) of \(T\) do
19. if \((l \leq \xi_{rel}) AND (T.nd.cnt \leq \xi_{cnt})\) then
20. merge the subtree rooted in \(T.nd\) with a proper one whose root is in level \((l + 1)\);
21. end
22. end
23. insert \(T\) in \(FT\);
24. end
25. return(\(FT\));

For each node \(T.nd\) in level \(l\) of \(T\), Lines 6-13 tries to find a feasible server to embed it. Here, to avoid remapping vNF-SCs to use over-length substrates paths, we only select the feasible server from the racks that are either the source and destination racks of the vNF-SCs or the adjacent racks (i.e., the racks that share the same aggregation switch with the source and destination racks). If such a server can be found, we store the server in MT \(T\) as the SN for \(T.nd\) (Lines 7-12). Otherwise, we split \(T.nd\) into two new nodes, distribute the vNFs in \(T.nd\) to them evenly, and replace \(T.nd\) with them in MT \(T\) (Lines 14-16). The new nodes will be checked in the subsequent iterations of the for-loop that covers Lines 4-17. The procedure of obtaining an MT is also explained in Fig. 2. Specifically, according to the vNF-FT and the status of the SNT, we split the node for type-2 vNFs in the second layer of the vNF-FT into two nodes, and map them to Switch S1 and Server a, respectively, while the mapping of other vNFs is not affected by the node split.

Algorithm 2: Expanding vNF-FTs to get MTs

Input: Set of vNF-FTs \(FT\), SNT \(G(V,E)\).
Output: Set of MTs \(MT\).

1. \(MT = FT\);
2. for each vNF-FT \(T\) in \(MT\) do
3. for each level \(l\) in vNF-FT \(T\) do
4. for each node \(T.nd\) in level \(l\) of \(T\) do
5. if \(v\) is a feasible server then
6. \(flag = 0\);
7. for each SN \(v\) that is a feasible server do
8. if \(v\) can carry the vNFs in \(T.nd\) then
9. mark \(v\) as the SN for \(T.nd\);
10. update substrate resources in SNT;
11. \(flag = 1\);
12. break;
13. end
14. end
15. if \(flag = 0\) then
16. split \(T.nd\) into two small nodes evenly, insert them in level \(l\) of \(T\) (next to \(T.nd\)) in \(T\), connect subtree of \(T.nd\) to them correctly, and remove \(T.nd\) from \(T\);
17. end
18. obtain the shortest path between each pair of SNs that carry adjacent vNFs in vNF-SCs and insert the switches on the paths as nodes in the corresponding MT in \(MT\);
19. end
20. return(\(MT\));

When the algorithm proceeds to Line 19, every node in a vNF-FT has been mapped to a server in the SNT, and thus its MT has been obtained. Hence, Line 19 takes care of the link mapping of all the related VLs, and all the switches, which are on the substrate paths for the VLs, are also recorded in the MT. In the subsequent service upgrade, we can replace these switches with PDP-SWPs and deploy vNFs on them. The time complexity of Algorithm 2 is \(O(|R|^2 \cdot \max(N_i + 1) \cdot |V|))\).

C. Upgrading SNT for vNF-SC Provisioning

Finally, Algorithm 3 determines how to upgrade the SNT with programmable hardware for vNF-SC provisioning based on the MTs in \(MT\). Note that, Algorithm 2 already ensures that each node in an MT stores a vNF and the SN to carry it (i.e., a feasible mapping scheme), and the vNF in a node that is closer to the root of an MT is generally shared by more vNF-SCs. Meanwhile, Line 19 in Algorithm 2 makes sure that the SN to carry the vNF in a node of an MT can be either a server or a switch. Hence, the idea of Algorithm 3 is to check each MT from its root and tries to upgrade the SNs used by it greedily, until the budget of the upgrade has been used up.
Algorithm 3: Upgrading SNT according to MTs

```
Input: Set of MTs MT, set of vNF-SCs R, budget Ω
M = ∅, Cost = 0, flag = 0;
for each MT T ∈ MT do
    for each level l in MT T do
        for each node T.nd in level l of T do
            if flag = 0 then
                if the SN v for T.nd is not in M then
                    determine the programmable hardware
                    (with a cost φ) used to upgrade vNFs
                    in T.nd based on the type of SN v;
                    if Cost + φ ≤ Ω then
                        insert SN v in M and upgrade it
                        with programmable hardware;
                        Cost = Cost + φ;
                    else
                        flag = 1;
                end
            end
        end
        else
            if each vNF-SC uses the vNF in T.nd do
                for the vNF-SC, map vNF in T.nd
                and subsequent vNFs to use the
                upgraded SN v greedily;
                update T and resources in SNT;
            else
                break;
        end
end
```

Line 1 is for the initialization, where M stores the SNs selected to be upgraded with programmable hardware, Cost records the current upgrade cost, and flag is the boolean to indicate whether the budget has been used up. The multi-level for-loops from Line 2 to Line 26 check the MTs to determine the scheme of the upgrade. For a node T.nd in an MT T, Lines 5-15 select the SN for it to upgrade if the budget permits (the budget is allocated to each levels equally). Note that, the type of the SN for T.nd has already been determined by Algorithm 2, and thus the SN will be upgraded with a PDP-SW or a SmartNIC if it is a switch or server, respectively (Line 7). Next, Lines 17-20 upgrade the provisioning schemes of the vNF-SCs that use the vNF in T.nd to fully use the newly-upgraded SN v. Note that, for such a vNF-SC, we remap not only the vNF in T.nd but also the subsequent vNFs to SN v if the resources on SN v are enough, to maximize its utilization and minimize bandwidth usage in the SNT (Line 18). The time complexity of Algorithm 3 is $O(|R|^3 \cdot \max(N_i + 1))$.

### IV. Performance Evaluation

#### A. Small-Scale Simulations

We first use a small-scale DCN that consists of 5 switches and 2 server racks, where each rack includes 2 servers (i.e., each ToR switch connects to 2 servers). The switches and servers are arranged in the way similar to that in Fig. 1. We consider $|M| = 4$ types of vNFs and the processing latency of each type of vNF is within $[150, 300] \mu$s. The latency reduction achieved after migrating a vNF from a server to a PDP-SW or a SmartNIC is set as $\phi_s^{N} \in [75, 150] \mu$s or $\phi_s^{N} \in [40, 75] \mu$s, respectively, based on the analysis in [20]. We assume that the propagation delay of each SL is $1 \mu$s. We set the processing capacity of each vNF as $b_s^{N} = 100$ Gbps, $b_s^{N} = 10$ Gbps, and $b_s^{N} = 1$ Gbps, respectively, when it is deployed on a PDP-SW/SmartNIC/server, and the IT resource usage of each type of vNF is within $[1, 4]$ units. The IT resource capacity of an SN is set as $C_s^N = 200$, $C_s^N = 500$, and $C_s^N = 1000$ units.

Each SL between a server-ToR switch pair has a capacity of 1 Gbps, and the capacities of other SLS are selected based on $1 : 1$ convergence ratio and the SNT topology. Each vNF-SC includes $[2, 4]$ vNFs, its bandwidth demand uniformly distributes within $[1, 10]$ Mbps, and its end-to-end latency requirement is randomly selected from $[200, 600, 1000] \mu$s with probabilities of $\{0.3, 0.4, 0.3\}$, respectively. The cost of a PDP-SW/SmartNIC is $\phi_s^{N} = 100$ or $\phi_s^{N} = 10$, respectively.

The simulations consider two scenarios, i.e., adequate budget and insufficient budget, whose budgets are set as $\Omega = 50$ and $\Omega = 200$, respectively. We design a greedy-based heuristic based on first-fit vNF placement and shortest path routing for the initial deployment of vNF-SCs. Based on this heuristic, we develop a benchmark, namely, NFTA, which does not consider the aggregation of SCS, but upgrades SNS in descending order of their resource usages. We also formulate a simple integer linear programming (ILP) model to solve the problem. We use the QoS improvement ($\tau^{in} - \tau^{out}$), and the total latency reduction ($\tau^{in} - \tau^{out}$) to evaluate the service upgrade.

Table I shows the simulation results, which indicates that the ILP always provides the largest QoS improvement and longest latency reduction. However, its running time is much longer than that of the two heuristics. Our proposed algorithm (FTA) always outperforms the benchmark (NFTA), and it approximates the exact solutions from the ILP better than NFTA. This is because FTA analyzes the existing vNF-SC provisioning mates the exact solutions from the ILP better than NFTA. This is because FTA analyzes the existing vNF-SC provisioning mates the exact solutions from the ILP better than NFTA. This is because FTA analyzes the existing vNF-SC provisioning mates the exact solutions from the ILP better than NFTA. This is because FTA analyzes the existing vNF-SC provisioning mates the exact solutions from the ILP better than NFTA. This is because FTA analyzes the existing vNF-SC provisioning mates the exact solutions from the ILP better than NFTA.
FTA provides higher QoS improvement and longer latency reduction, and this confirms its effectiveness. Next, we would like to see the algorithms’ performance when the number of in-service vNF-SCs is fixed as 1,000 but the budget increases. The results in Figs. 3(c) and 3(d) indicate that when the budget is small, NFTA and FTA perform similarly, but as the budget increases, the performance gap between FTA and NFTA enlarges gradually. This is because when the budget is small, the flexibility of service upgrade becomes very limited.

V. CONCLUSION

This paper studied how to leverage heterogeneous NFV platforms to optimize the service upgrade of vNF-SCs. Specifically, we considered a DCN as the SNT, and tried to first choose SNs in it to upgrade with SmartNICs/PDP-SWs and then adjust vNF-SC provisioning accordingly. We proposed a novel time-efficient algorithm, to plan the service upgrade under a limited budget such that the QoS improvement on latency reduction is maximized. Simulation results confirmed the effectiveness of our proposals.
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