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Abstract—The advances on hybrid optical/electrical DCNs
(HOE-DCNs) make it easier to support network function virtu-
alization (NFV) with various quality-of-service (QoS) demands.
However, the existing approaches for NFV orchestration rely
heavily on the control plane, which might lead to scalability and
performance issues. In this work, we propose to offload certain
network orchestration tasks from the control plane to top-of-rack
(ToR) switches, by leveraging the flexibility of programmable
data plane (PDP). Specifically, we architect an HOE-DCN whose
ToR switches are PDP switches, design the network orchestration
system for it, and program the ToR switches, such that they
can make quick decisions locally to assist the control planeto
provision the service chains of virtual network functions (vNF-
SCs) agilely. We prototype our proposal in a small-scale HOE-
DCN testbed, and the experimental results show that without
much involvement of the control plane, the ToR switches can
make local decisions and readjust the provisioning schemesof
vNF-SCs adaptively to satisfy their QoS demands.

Index Terms—Hybrid optical/electrical datacenter networks
(HOE-DCNs), Programmable data plane (PDP), Network func-
tion virtualization (NFV), Service function chaining, P4, Stateful
routing, Network orchestration.

I. I NTRODUCTION

Nowadays, the rising of cloud computing and Big Data
analytics has promoted rapid development of datacenters (D-
Cs) globally [1, 2], and in the meantime, both the volume
of traffic and the variety of network services in DCs have
been increasing dramatically. Therefore, DC networks (DCNs)
are under great pressure to address the challenges from archi-
tecture scalability, energy efficiency, and management agility
[3]. The pressure can be potentially relieved by considering
hybrid optical/electrical DCNs (HOE-DCNs) [4]. Specifically,
in addition to the electrical packet switching (EPS) based
inter-rack network, an HOE-DCN introduces optical circuit
switching (OCS) to inter-connect top-of-rack (ToR) switches
through one or more optical cross-connects (OXCs). Both EPS
and OCS have their own pros and cons, and thus they are
actually complementary in a few aspects. For instance, EPS
can provide flexible traffic forwarding but it has relatively
limited throughput and can be power-hungry to achieve high
capacities, while OCS can deliver almost unlimited capacity
and is much more energy-efficient but it takes longer time to
reconfigure [5–7]. Hence, an HOE-DCN can integrate the ben-
efits of EPS and OCS seamlessly, especially for addressing the
challenges from architecture scalability and energy efficiency.

Although HOE-DCNs are promising and attracting intensive
interests from both academia and industry, to ensure man-
agement agility in them is still challenging. This is because
an intelligent and effective network orchestration scheme
needs to be designed to coordinate the allocations of IT and
bandwidth resources timely, for satisfying various quality-of-
service (QoS) demands [8–11]. The architecture of HOE-
DCNs actually makes the scheme even more difficult to
design, because the additional OCS-based inter-rack network
complicates the network orchestration. Finally, considering the
wide deployment of network function virtualization (NFV) in
DCNs, the network orchestration scheme should have special
support for it. Note that, NFV realizes network services by
instantiating virtual network functions (vNFs) on general-
purpose hardware/software platforms [12]. Specifically, with
NFV, a service provider (SP) decomposes each network ser-
vice into a few atomic network functions, instantiates themin
a DCN as vNFs, and then steer application traffic through the
vNFs in sequence (i.e., realizing the network service with a
vNF service chain (vNF-SC) [13, 14]).

Previously, by leveraging software-defined networking (S-
DN) [15], we proposed and implemented intelligent network
orchestration schemes to optimize the resource allocations
in HOE-DCNs, and demonstrated that they can effectively
reduce the task completion time of network services [16,
17]. However, these schemes proposed still have scalability
issues. This is because they only relied on the control plane
to manage the placement of vNFs in server racks and the
routing of application traffic in EPS/OCS-based inter-rack
networks. Considering the huge volume of network services in
a typical HOE-DCN, we can hardly imagine that getting the
control plane involved in each network readjustment would be
a scalable solution. Moreover, for such a control-plane-driven
approach, the timeliness of its network readjustments relies
heavily on the polling interval that the control plane uses to
retrieve data plane status. Nevertheless, using a polling interval
that is too short will result in flooding redundant status data
to the control plane, while making the interval too long will
degrade the timeliness of network readjustments.

To address the aforementioned dilemmas, we, in this work,
propose to offload certain network orchestration tasks fromthe
control plane to ToR switches in the data plane, and leverage
the flexibility provided by programmable data plane (PDP)



[18] to realize agile provisioning of vNF-SCs in an HOE-
DCN. With the P4 language [18], we can program the traffic
forwarding logic in a PDP switch,i.e., to define packet fields
and to customize packet processing pipelines. Therefore, the
packet processing in a PDP switch is much more flexible
than that in a conventional SDN switch, and stateful routing
[19] can be realized to enable the PDP switch to make local
decisions for adapting to dynamic network environment.

Inspired by this mechanism, we architect an HOE-DCN
whose ToR switches are PDP switches, design the network
orchestration system for it, and program the ToR switches such
that they can make quick decisions locally to assist the control
plane to realize agile vNF-SC provisioning. We prototype our
proposal in a small-scale experimental testbed for HOE-DCN,
and conduct experiments in it with the vNF-SCs for Hadoop
applications [20]. Our experimental results show that without
much involvement of the control plane, the ToR switches can
operate in an event-driven way to make local decisions, and
readjust the provisioning schemes of vNF-SCs adaptively to
satisfy their QoS demands. Moreover, as the readjustment
decisions are made locally, the provisioning schemes of vNF-
SCs are updated to suitable ones almost instantly when they
need to be readjusted, which is much more timely and efficient
than the control-plane-driven approaches in [16, 17].

The rest of this paper is organized as follows. Section II
reviews the related work. In Section III, we present the design
of our system, including its architecture and our detailed
implementation. The experimental demonstrations are shown
in IV. Finally, Section V summarizes the paper.

II. RELATED WORK

The architecture of HOE-DCN was developed in [4] to
address the bandwidth crunch and ever-growing power con-
sumptions in DCNs, and it has the backward compatibility to
ensure that the transition from a traditional DCN to it will
be smooth. The study in [4] also considered how to configure
the EPS/OCS-based inter-rack networks in an HOE-DCN to
satisfy the QoS demands of network services. However, it
did not address the allocation of IT resources or the network
readjustment to adapt to dynamic network environment. Note
that, due to the dynamic nature of most network services in
DCNs, an effective network orchestration scheme for provi-
sioning vNF-SCs in an HOE-DCN has to: 1) coordinate the
IT and bandwidth resource allocations jointly, and 2) readjust
vNF-SC provisioning schemes from time to time.

The basic problem of the service provisioning for vNF-SCs
can be understood as a variant of the famous virtual network
embedding (VNE) problem [21, 22],i.e., mapping chain-type
virtual networks to a substrate network while multiple virtual
nodes can be embedded onto one substrate node. One can
refer to [23] for a comprehensive survey on the algorithms
for vNF-SC provisioning. The studies in [24, 25] designed
approaches for readjusting the provisioning schemes of vNF-
SCs to address time-varying network environment. However,
most of the existing studies in this area assumed that the
network orchestration is conducted purely by a centralized

(or a logically-centralized) control plane, while data plane
elements (e.g., switches and servers) cannot make their own
decisions to readjust the provisioning schemes of vNF-SCs.

The idea of SDN is to manage data plane elements with
a separate control plane [26]. Despite the success of SDN in
various networks [26, 27], people also realized that removing
intelligence completely from the data plane might not always
be good [19]. This is because data plane is the first place to de-
tect network status changes, and thus if it can be programmed
to respond to some simple events properly, we can realize
network readjustments timely and reduce a large amount of
communications between data and control planes. This can be
achieved by leveraging the stateful routing [19] supportedby
PDP. Note that, PDP can be realized with either P4 [18] or
protocol-oblivious forwarding (POF) [28], but considering the
superior packet processing performance of P4-based hardware
PDP switches [29], we develop our system based on them.
Previously, Paolucciet al. [30] has demonstrated multilayer
traffic engineering with P4-based stateful routing. However,
they only used stateful routing to address bandwidth crunch,
but did not consider an HOE-DCN as the network environment
or try to leverage stateful routing to coordinate IT and band-
width resource allocations jointly for vNF-SC provisioning.

III. SYSTEM DESIGN

In this section, we first present the architecture of our system
to realize agile vNF-SC provisioning with PDP switches, and
then explain its functional modules and operation principle.

A. System Architecture

Fig. 1 shows the overall architecture of our proposed system.
The data plane is essentially an HOE-DCN, where each rack
consists of a few servers on which vNFs can be deployed.
The ToR switch of each rack is a PDP switch that can be
programmed with the P4 language to realize stateful packet
processing pipelines. Specifically, stateful packet processing
(or stateful routing) means that in the switch, the procedure
for processing packet is not deterministic as in a conventional
SDN switch, and it can be switched among a few schemes
according to the network status [19]. For instance, the PDP
switch can determine the output port of a flow based on its
data-rate,i.e., if the data-rate exceeds a preset threshold, the
flow will be offloaded to an output port that is different from its
commonly-used one. Hence, with stateful routing, the switch
can make local decisions to address certain simple events.

The ToR switches are inter-connected by the EPS/OCS-
based inter-rack networks. The EPS-based inter-rack network
has a hierarchical topology that consists of ToR, aggrega-
tion and core switches, while the OCS-based one just inter-
connects the ToR switches with an OXC. Therefore, a pair of
ToR switches can achieve a higher communication throughput
if they talk through the OCS-based inter-rack network. The
servers in the rack behind each ToR switch provide the IT
resources (e.g., CPU, memory and storage) to run virtual
machines (VMs). As shown in Fig. 1, the VMs can be used
independently by network services or be treated as the vNFs to
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Fig. 1. Overall system architecture.

form vNF-SCs. For each vNF-SC, the traffic between any two
adjacent vNFs in it is forwarded by at least one ToR switch.
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Fig. 2. Functional modules to realize agile vNF-SC provisioning.

B. Functional Modules

The function modules involved in the network orchestration
for agile vNF-SC provisioning are illustrated in Fig. 2. The
network orchestrator in the control plane mainly includes three
modules, which are the resource orchestrator, the IT controller
(IT-C), and the network controller (NET-C). Here, the IT-C
determines how to deploy/migrate VMs in the servers, while
the NET-C manages the switches in the EPS/OCS-based inter-
rack networks to steer traffic through the VMs. Meanwhile,
as the IT-C and NET-C manage different parts of the HOE-
DCN, we place the resource orchestrator on top of them
for coordination. For instance, when provisioning a vNF-SC
initially, we first use the resource orchestrator to calculate the
placement of vNFs and the routing paths among the vNFs, and
then let it instruct the IT-C and NET-C to realize the vNF-SC
deployment in the HOE-DCN. Note that, in addition to their
common tasks on managing the data plane elements, we design
the IT-C and NET-C to be able to update the registers in ToR
switches, which store the policies for stateful routing.

In our system, the PDP-based ToR switches can sense
network status changes and respond locally to certain simple
events with stateful routing. This is realized by programming
the ToR switches to incorporate stateful packet processing
pipelines with the P4 language. Hence, the provisioning
scheme of a vNF-SC can be readjusted in realtime to adapt to
dynamic network environment, without much involvement of
the control plane. Meanwhile, as the ToR switches cannot be
shut down frequently for reprogramming, we program them

in the way that some key parameters of stateful routing (e.g.,
preset thresholds) are stored in their registers and can be
updated in runtime by the IT-C and NET-C. Once a ToR switch
made a local decision to readjust the provisioning scheme of
a vNF-SC and has implemented the readjustment, it reports
the network status change to the control plane, to ensure that
the vNF-SC provisioning schemes recorded in the IT resource
and traffic database (R&TD) and traffic engineering database
(TED) are always up-to-date. The cooperation procedure of
the control plane and ToR switches is shown in Fig. 3.
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Fig. 3. Cooperation procedure of control plane and ToR switches.

C. Operation Principle

In this work, we specifically consider three scenarios of s-
tateful routing and implement them in our experimental testbed
to demonstrate their effects on agile vNF-SC provisioning.
The first scenario isOptical Offloading, i.e., the ToR switches
leverage stateful routing to detect elephant flows from vNFs
and instantly reroute them to use the OCS-based inter-rack
network. The second scenario isOptical Bypass, which means
that for each vNF-SC that has stringent QoS demand on end-
to-end latency, the ToR switches utilize stateful routing to find
the situation where the accumulated latency until the current
vNF is close to the latency constraint, and reroute its packets to
use the OCS-based inter-rack network, for minimizing future
latency. The third scenario isServer Reselection, i.e., the ToR
switches leverage stateful routing to detect the cases in which
one vNF in a vNF-SC runs on a server that is about to be
overloaded, and reroute the packets of the vNF-SC to a same
vNF on another server to avoid the “hot-spot” server.

The detection of elephant flows in the first scenario can
be easily realized by implementing a bandwidth meter in
each PDP-based ToR switch. The bandwidth meter measures
the data-rate of each flow that is forwarded by the ToR
switch. When the measurement shows that the data-rate of a
flow, which is currently routed over the EPS-based inter-rack
network, is larger than a preset threshold, the stateful routing
in the ToR switch will offload the flow to use the OCS-based
inter-rack network. Similarly, when the measurement indicates
that a flow forwarding by the OCS-based inter-rack network
has a data-rate lower than the threshold, the ToR switch will
change its output port to use the EPS-based inter-rack network.
Here, the threshold on data-rate is stored in a policy register
and can be updated in runtime by the control plane.

For the second scenario, the essential part is to measure
the accumulated latency until each vNF in a vNF-SC, which
includes three types of latencies,i.e., the processing latency in



switches and vNFs, the transmission delay in network interface
cards, and the propagation delay on network links. Note that,
in an HOE-DCN, the transmission and propagation delays are
actually much shorter than the processing latency, and thuswe
ignore them in our system. The packets of a vNF-SC will pass
through a ToR switch twice, if they need to be processed by a
vNF that is deployed in the server rack behind the ToR switch.
Hence, the total processing latency of the vNF (including that
in the ToR switch) can be obtained by time-stamping each
packet when it first enters the switch and finally leaves it, and
subtracting the first time-stamp from the second one.

Then, we program the ToR switches withAlgorithm 1 to
realize theOptical Bypassin the second scenario. Here, we
leverage the option fields in an IP header to record two latency
parameters, which are the initial ingress time of a packet into a
ToR switch (t1) and the accumulated latency (D), and they are
updated each time when the packet passes through a vNF in
its vNF-SC. Meanwhile, the threshold on accumulated latency
(Dth) is given by the control plane to store in a policy register.

Algorithm 1: Procedure for Optical Bypass

1 while the ToR switch is operationaldo
2 if an incoming packetP is for concerned vNF-SCthen
3 if this is first time to seeP then
4 record current timet1 in the IP header ofP ;
5 forwardP to the vNF in ToR switch’s rack;
6 else
7 extract initial ingress timet1 and accumulated

latencyD from the IP header ofP ;
8 record current time int2;
9 D = D + t2 − t1;

10 recordD in the IP header ofP ;
11 get latency thresholdDth from policy register;
12 if D > Dth then
13 forwardP to its next vNF through

OCS-based inter-rack network;
14 else
15 forwardP to its next vNF through

EPS-based inter-rack network;
16 end
17 end
18 end
19 end

Finally, the third scenario also utilizes the processing latency
in each vNF to estimate whether a vNF runs on a server that is
about to be overloaded. Specifically, if the server that carries
the vNF is close to be overloaded, there will be IT resource
contentions on among the vNFs running on it and thus the
processing latency of the vNF will be prolonged [16, 17].
Therefore, we designAlgorithm 2 to accomplish theServer
Reselectionin the third scenario. Here, the processing latency
of a vNF is measured similarly as inAlgorithm 1. However,
as the latency is only for the current vNF, it is removed from
a packet, when the packet passes through a ToR switch the
second time (Line 9). After detecting an excessively long
processing latency, the stateful routing inAlgorithm 2 will
change the forwarding rule of the subsequent packets to the
vNF to go to the backup vNF on another server in the same

rack (Line 11-13). Similar to the first two scenarios, we store
both the threshold on processing latency (Tth) and the output
port to the backup vNF in policy registers. The stateful routing
in the three scenarios can be realized with P4 programs.

Algorithm 2: Procedure for Server Reselection

1 while the ToR switch is operationaldo
2 if an incoming packetP is for concerned vNF-SCthen
3 if this is first time to seeP then
4 record current timet1 in the IP header ofP ;
5 forwardP to the vNF in ToR switch’s rack;
6 else
7 extract initial ingress timet1 from the IP

header ofP , and record current time int2;
8 ∆t = t2 − t1;
9 remove the option field fort1 from P and

forward it to next vNF;
10 get latency thresholdTth from policy register;
11 if ∆t > Tth then
12 change forwarding rule of the subsequent

packets to the vNF to go to the backup
vNF on another server in same rack;

13 end
14 end
15 end
16 end
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Fig. 4. Experimental setup of our HOE-DCN testbed.

IV. EXPERIMENTAL DEMONSTRATIONS

A. Experimental Testbed

For the experimental demonstrations, we build a small-scale
HOE-DCN testbed that includes four server racks, as shown
in Fig. 4. Each server in a rack runs Linux Ubuntu 16.04. The
ToR switches are commercial hardware PDP switches [29],
each of which has32 ports and can be programmed with the P4
language. The EPS-based inter-rack network is built with the
PDP-based ToR switches and hardware OpenFlow switches
that work as aggregation and core switches, and all the network
connections in it are based on 1 GbE. The OCS-based inter-
rack network consists of a reconfigurable OXC, which inter-
connects all the ToR switches through 10 GbE optical ports.

We run Hadoop applications in the HOE-DCN testbed to
evaluate our proposal. Specifically, each Hadoop application
is supported by a cluster that includes one name-node, multiple
data-nodes, and a few VMs for intermediate processing. As the



name-node coordinates the tasks on the data-nodes, the data-
nodes and the VMs for intermediate processing are the places
where the tasks actually get processed. Hence, we can treat the
data-nodes and the VMs as vNFs and describe the sequence
of the data processing in them as a vNF-SC. For instance, in
Fig. 4, vNF 5 is the name-node of a Hadoop cluster,vNFs 1
and 4 are the data-nodes, andvNFs2 and 3 are the VMs for
intermediate processing. Here,vNFs2 and 3 serve as backups
of each other forServer Reselection. Therefore, the vNF-SC
of the Hadoop cluster can be obtained asvNF 1→(vNF 2/vNF
3)→vNF 4. As all the vNFs on a vNF-SC need to collaborate
to complete tasks together, the performance of each of them
can affect the task completion time of the cluster.

B. Functional Verification

We first conduct two simple experiments to verify the
functionalities of our proposed system. The first experiment
tries to verifyOptical Offloading. We instantiate a vNF in the
HOE-DCN, and let it send time-varying traffic to a vNF in
another server rack, using the trace in Fig. 5(a). The control
plane instructs the related ToR switch to set the data-rate
threshold for elephant flow detection as300 Mbps. Then, the
traffic that gets forwarded in the EPS-/OCS-based inter-rack
networks is shown in Fig. 5(b), which indicates that local
decisions are made by the ToR switch timely to switch the
traffic according to the preset threshold. Hence, without much
involvement of the control plane, the ToR switch adjusts it
traffic forwarding scheme adaptively to explore the bandwidth
in the EPS-/OCS-based inter-rack networks effectively.

(a) Input traffic to ToR switch (b) Traffic in EPS-/OCS-based 

inter-rack networks

Fig. 5. Experimental results to verify the functionality ofOptical Offloading.

To further evaluate the performance ofOptical Offloading
achieved by the ToR switch, we use Wireshark to capture the
packets forwarded by it, when a local decision is making.
The Wireshark capture is illustrated in Fig. 6, which includes
8 packets that are forwarded by the ToR switch during the
transition. Here, the interfaces0 and 1 on the ToR switch
connect to the EPS-based and OCS-based inter-rack networks,
respectively. In Fig. 6, we can see that after detecting the data-
rate of the traffic is above the preset threshold, the ToR switch
quickly switches the traffic to use the OCS-based inter-rack
network since the fourth packet. Here, the time stamps of the
third and fourth packets are11.577245746 and11.577313729
seconds, and thus the port switching only takes68.0 µs.
Therefore, the results from the first experiment verify thatour
proposed system can detect elephant flow correctly and offload
them to the OCS-based inter-rack network quickly.

Fig. 6. Wireshark capture of packets during a port switching.

In the second experiment, we try to verify that the function-
ality of Optical Bypasscan help a vNF-SC to meet its stringent
QoS demand on end-to-end latency. The experimental setup is
in Fig. 7(a), where we havevNF 1 sending traffic tovNF 4
in the HOE-DCN. During the period oft ∈ [1, 6] seconds,
the traffic gets forwarded in the EPS-based inter-rack network
and has an end-to-end latency of∼22.6 µs (as shown in Fig.
7(b)). Then, the control plane reduces the QoS demand on
end-to-end latency down to10 µs at t = 7 seconds. Hence,
the ToR switch makes a local decision to reduce the end-
to-end latency withOptical Bypass. Fig. 7(b) indicates that
after the ToR switch switches the traffic to use the OCS-based
inter-rack network, its end-to-end latency reduces to∼2.9 µs.
Therefore, the effectiveness ofAlgorithm 1 is confirmed.

vNF 1

VM

…
vNF 4

VM

…

(a) Setup for Optical Bypass (b) Latency between vNFs

Fig. 7. Experiment for verifying the functionality ofOptical Bypass.

C. NFV Orchestration for Hadoop Clusters

Next, we conduct two more system-level experiments to
demonstrate that our proposed system can leverage local
decisions in ToR switches to realize high-performance NFV
orchestration for Hadoop clusters. The experimental setupis
in Fig. 4, where the vNF-SC isvNF 1→(vNF 2/vNF 3)→vNF
4. In the first experiment, we let the vNF-SC usevNF 2 first,
but when Hadoop tasks are running on the vNF-SC, we launch
another VM on the server wherevNF 2 is deployed to create
resource contention there. Hence, as shown in Fig. 8(a), the
throughput ofvNF 2 is limited at ∼0.5 Gbps, and in the
meantime, the resource contention will increase the processing
latency ofvNF 2. If the ToR switch that connects tovNFs2
and 3 has the functionality ofServer Reselection, it can use
Algorithm 2 to switch the vNF-SC to usevNF 3. As shown
in Fig. 8(b), this can improve the throughput of the vNF-SC
to ∼1 Gbps, and thus the task completion time gets reduced
from 150.18 seconds to74.51 seconds.

The second experiment still uses the setup in Fig. 4, but
tries to demonstrate the effectiveness ofOptical Offloading. As
shown in Fig. 9(a), the throughput of the vNF-SC is limited at
∼1 Gbps, if it always uses the EPS-based inter-rack network.



(a) without Server Reselection (b) with Server Reselection

Fig. 8. Experimental results ofServer Reselectionfor NFV orchestration.

After enablingOptical Offloadingon the ToR switches, the
throughput of the vNF-SC gets improved to∼2.5 Gbps, which
significantly reduces the task completion time of the Hadoop
application that it carries (as shown in Fig. 9(b)).

(a) without Optical Offloading (b) with Optical Offloading

Fig. 9. Experimental results ofOptical Offloadingfor NFV orchestration.

V. CONCLUSION

In this paper, we proposed to offload certain NFV orches-
tration tasks from the control plane to ToR switches, by
leveraging PDP. Specifically, we architected an HOE-DCN
whose ToR switches are PDP switches, designed the network
orchestration system for it, and programmed the ToR switches
such that they can make quick decisions locally to assist
the control plane to realize agile vNF-SC provisioning. Our
proposal was prototyped in a small-scale HOE-DCN testbed,
and experimental demonstrations confirmed its effectiveness.
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