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~ Abstract—The rapid development of software-defined network-  status data from network elements periodically, which is
ing (SDN) has promoted the idea of programmable data plane neither real-time nor flow-oriented. Recently, with moment
(PDP), which opens up unprecedented opportunities for reéing gained from the programmable data plane (PDP) [22, 23],

powerful and timely network monitoring. This work explores Lo - .
the advantages of PDP to merge two famous techniques., network monitoring is becoming more powerful, timely and

the segment routing (SR) and in-band network telemetry (INT)  efficient. Specifically, PDP enables an operator to custemiz
seamlessly for highly-efficient and adaptive network monitr- the data plane logic of its switcheise., defining new packet
ing. Specifically, by leveraging the protocol-oblivious fovarding  fields and programming packet processing pipelines.

(POF), we propose SR-INT, which time-multiplexes the heade According to the protocol independent forwarding (PIF)

fields in each packet for INT and SR, and keeps packet length . .
constant end-tg-end even though both INT ar?d ER are usged. project of open network foundation (ONF) [24], PDP can

Hence, our proposal can enjoy the benefits of INT and SR, while be realized with two approaches, which are the program-
avoiding the accumulated overheads due to simultaneous uga. ming protocol-independent packet processors (P4) [22] and

We design the packet format of SR-INT, and lay out its packet protocol-oblivious forwarding (POF) [23]. P4 provides the
processing procedure to guarantee that the configuration oER- guidance on how to write and compile packet processing

INT can be adjusted dynamically to adapt to the requirementsof .
network monitoring. We implement and experimentally demorn programs, and with the P4 language, one can program a PDP

strate SR-INT in a POF-based SDN environment. Our results SWitch in two stages,e., configuration and runtime [24]. POF
show that SR-INT not only reduces the bandwidth overheads takes a different approach to program a PDP switch in runtime

of using SR and INT simultaneously but also simplifies the py installing protocol-oblivious flow tables and composing
operations in software-based POF switches. packet processing pipelines with them, and to realize this,
Index Terms—Segment routing (SR), In-band network teleme- defines the underlying primitive instruction set [25].
try (INT_), Software-defined netwo_rking (SDN), Protocol-ot_iivious In-band network telemetry (INT) [26] is one of the most
forwarding (POF), Network monitoring and troubleshooting. famous and successful PDP-enabled network monitoring tech
nigues. Specifically, based on the INT command that has been
I. INTRODUCTION precoded in the header of an application packet, each PDP

OWADAYS, the Internet is being reshaped consistent§witch on the packet's routing path collects its own status

by technical innovations, to adapt to the skyrocketing a¥hen processing the packet, encodes the status as specific
new network services and the emerging of unique and string&NT fields, and inserts them in the header of the packet.
quality-of-service (QoS) demands [1-3]. For instance, thierefore, INT can monitor the end-to-end performance of
global deployments of datacenters have motivated opergdor & flow by collecting the per-packet/per-hop information tof i
upgrade their transport networks from fixed-grid wavelangt This successfully overcomes the delay and consistencgsssu
division multiplexing (WDM) to flexible-grid elastic opti¢ ©Of polling-based network monitoring, visualizes a netwark
networking (EON) [4—6]. While to improve the flexibility @ real-time and fine-grained way, and eases the provisiafing
and efficiency of network control and management (NC&Mp@pplications with stringent quality-of-service (QoS) derds
software-defined networking (SDN) [7—10], network funatio (-9, video streaming [27-29]). Hence, people have designed
virtualization (NFV) [11-14], and virtual network slicifg5— and implemented various INT systems based on P4 [30-32]
17] have been widely considered in production networkand POF [33, 34], to explore the technique’s benefits.
Although these new network infrastructures and technelgi However, INT also has its drawbacks.,g, 1) it can de-
are making the Internet more efficient, programmable afd#ade the throughput of packet processing in a PDP switch
application-aware, they also increase the complexity o&kNIC (especially the software-based one) because of the need of
and cause network elements more prone to faults [18, 195 THivoking AddField actions frequently to insert INT fields,
has stimulated unprecedented demands for realtime, adap8nd 2) it can generate excessively long packets due to the
and efficient network monitoring techniques [20]. repeated insertions of INT fields. These drawbacks restrict

Nevertheless, traditional polling-based network moiigr the usages of INT, especially for the second one. This is
techniques €.g, SNMP [21]) can hardly satisfy the afore-because other network innovations may also add new header
mentioned demands. This is because the NC&M system puiRlds in packets. For instance, the well-known segmentmgut

(SR) [35] lets the source of a packet flow choose its routing
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needs to forward the packets according to the encoded labplane manages the behaviors of the switches in the data plane
Therefore, SR simplifies the message exchange between ligénstalling flow tables in them [23, 38]. Meanwhile, diféet
control and data planes, and realizes end-to-end polidyowtt from the protocol-dependent scheme used in OpenFlow, POF
creating any per-flow state in the network [35]. This makesiiefers to packet fields in a more generic manner, which makes
promising to apply SR to traffic engineering, failure praime, its field matching and packet processing protocol-indepahd
etc Nevertheless, as INT and SR both need to encode a sthbdre specifically, POF describes a packet field as a tuple
of header fields in a packet, they might not be compatible withoffset, length-, whereoffsettells the bit offset of the field
each other due to the upper limit on packet lengta.,(the to denote its location in a packet, atehgth represents the
maximum transmission unit (MTU)). length of the field in bits [38]. Then, each entry in a flow
To the best of our knowledge, the aforementioned dilemntable refers to its match field(s) in the format efoffset,
has not been addressed in the literature yet. Hence, in tldagth>, and specifies the corresponding match action(s) with
work, we study how to mitigate the overheads of INT anthe instructions defined in the POF instruction set (POR-FIS
SR, and combine them seamlessly to realize highly-efficigi25]. Here, the instructions/actions in POF-FIS also ofgera
and adaptive network monitoring. We first design the labehsed on<offset, length-, and thus a POF-enabled PDP
field of SR to make its length equal to that of a bundle adwitch can manipulate any segment of bits in a packet freely.
INT fields, and then propose the procedure to replace an SRThis makes the specification of POF more flexible and
label field with a bundle of INT fields at the last switchcompact than that of OpenFlow. For example, with OpenFlow
of each path segment. To this end, our proposed systert,5 [39], we need to first determine the protocol in use and
namely, SR-INT, time-multiplexes the header fields in eathen select the right actioe.g, PushMPLSandPushVLAN to
packet for INT and SR, and keeps the packet's length constanid a field in one packet. This is much more simplified in POF,
end-to-end even though both INT and SR are used. Thiscause POF-FIS only defines a gendvitiField action, and
enables our proposal to explore the benefits of INT and SBy using the action with a tupleoffset, length-, we can insert
while avoiding the accumulated overheads due to simultahe@ny type of fields at any location in a packet. In a POF-enabled
usage. Moreover, to ensure the adaptivity of SR-INT, we al®DP switch, the procedures of packet processing are defined
incorporate implementations in the control plane such et as pipelines, each of which consists of one or multiple tage
configuration of path segments can be adjusted dynamicaily flow tables [9]. To steer packets through each pipeline,
to adapt to the requirements of network monitoring. POF-FIS defines th&otoTableaction. Specifically, after being
We implement SR-INT in a POF-based SDN environmengrocessed by one flow table, a packet can be forwarded
Specifically, we expand the Open vSwitch (OVS) platform [3Gb the next one defined in its packet processing pipeline
to realize the data plane functionalities of SR-INT, while i with GotoTable Meanwhile, POF allows each PDP switch to
control plane is programmed based on another open-souatiecate a metadata memory to buffer the information adwait t
platform, i.e, ONOS [37]. To achieve closed-loop networkswitch itself or/and packets [40], for packet processinQFP
automation, we also realize a home-made INT collection aidiS defines the instructions to read/write data in the meésada
data analytics module that can capture, parse and analgzerttemory, which are also based eroffset, length-.
INT data carried by packets with a high throughput, and then
provide timely and accurate suggestions to the controleplaB. Related Work
for network readjustments. The SR-INT system is verified The technical specifications of INT were released in [26]
and evaluated with the experiments in a real network testbed explain how to leverage this PDP-enable technique for
Experimental results demonstrate that SR-INT reduces nmetl-time and flow-oriented network monitoring. Based on P4
only the overheads of using SR and INT simultaneously btie studies in [31, 41] demonstrated INT in software-based
also the operation complexity in OVS, and it achieves highlyininet environments. Kinet al.[31] tried to debug a network
efficient and adaptive network monitoring for fault diagisos by using INT to collect HTTP latency instantaneously. The
and can recover the network from soft-failures quickly. authors of [41] applied data analytics on the telemetry data
The rest of the paper is organized as follows. Sectiavllected by INT to realize knowledge-defined networking.
Il introduces the background of POF and conducts a brigfeanwhile, a few hardware-based INT implementations with
literature survey. We present the design of SR-INT in Secti®®4 can be seen in [30, 42]. With high-performance field
ll, and the details of system implementation are discusspbgrammable gate array (FPGA) [30] or application-specifi
in Section IV. The experimental demonstrations are showniiftegrated circuit (ASIC) [42], INT has been demonstraizd t
Section V. Finally, Section VI summarizes the paper. collect per-packet information at00 Gbps line-rate. How-
ever, all the P4-based INT implementations mentioned above
Il. BACKGROUND AND RELATED WORK assumed that INT fields would be inserted on per-packet basis
In this section, we first briefly describe the operation prirgnd did not try to reduce the overheads of INT.
ciple of POF to provide a context for our design of SR-INT, |n[32], a P4-based selective INT approach was proposed to
and then conduct a literature survey on related researchessample packets for inserting INT fields, and thus the ovatbea
of INT could be reduced significantly. A similar idea was
A. Review on Protocol-Oblivious Forwarding (POF) considered in [20], and moreover, the authors also expanded
POF presumes a typical SDN architecture that is similar tbe applications of INT to visualize multilayer packet-ove
the one considered for OpenFlowe. a centralized control optical networks in realtime. Note that, as P4-based PDP



switches are programmed in two stagies.,(configuration and | en  [sRiNTHeager| » [ oama |

runtime) [24], they can hardly readjust their packet preies 13_———1’5"’”;‘5— i5 - Te

pipelines in runtime. This makes it difficult for P4-basedTIN |SR TTL|Length|MapInfo|INT T |Segmem2| |Segmemn|

approaches to change the locations to collect telemetry dat : - = 4,

and the types of telemetry data to collect in runtime. On the INT TSR .

other hand, by leveraging the flexibility of POF, INT can be |DevicelD|Output Port| Hop Latency | Bandwidth ||TTL| Label |

realized with better runtime programmability. For instaywe T 18 28 1B 3B

designed and implemented a runtime-programmable sedectiv

INT scheme (Sel-INT) based on POF in [34]. Although theig. 1. Our design of the packet format for SR-INT.

studies in [20, 32, 34] proposed various approaches to eeduc

the overheads of INT, they did not address how to mitigate

the overheads when INT is used simultaneously with othwith anINT Metadatafield. Hence, theSegmentields in Fig.

techniques, which can also insert new fields in packets. 1 start fromSegmen®, because&segment has already been
Generally speaking, SR utilizes the idea of source routifigplaced withiNT Metadatal. Note that, the insertion of the

that let a source specify how its packets will be route8R-INT header will not affect normal checksum operations on

through a network [35]. The rising of SDN and PDP hag packet for the following reasons. First of all, as the SR-IN

promoted the developments and deployments of SR [43]. Theader is placed before an IP header, its insertion will not

SR implementations based on OpenFlow have been discuseeange the content covered by the checksum fields in IP and

in [44, 45], while SR has also been realized with POF [9, 46]CP/UDP headers. Secondly, for the frame check sequence

However, the aforementioned studies only considered SR, KGCS) field in Ethernet frame, it should be recalculated and

did not try to merge its usage with that of INT. In [47, 48]updated after an SR-INT header having been inserted. This

the authors proposed to combine SR and INT to realize path-accomplished automatically by the standard Ethernetdra

controllable network monitoring. Nevertheless, they dimpprocessing procedure implemented in network interfacdscar

included the header fields for both SR and INT in packeté)ICs), and thus the FCS field in Ethernet frame will be

and did not pay any attention to the accumulated overhea@intained correctly even with the SR-INT header.

Note that, SR and INT can benefit each other mutually andTo distinguish a packet with the SR-INT header from regular

make network monitoring more effective. This is because SRes, we will let a POF switch modify it&therTypefield to

can manage the configuration of INT data collection, whiléz0808 after inserting the SR-INT header. The descriptions of

INT can assist SR to optimize its setting according to nekwothe fields in the SR-INT header are as follows.

status. This actually motivates us to study how to combinee SR TTL This one-byte field records the number of

them seamlessly with the minimized overheads, for reaizin  Segmentields in the SR-INT header. When a packet has

highly-efficient and adaptive network monitoring. finished the current path segment, we will replace the
We started the project on software-based POF switches correspondingsegmentield with anINT Metadatafield,

in [23] by leveraging the software architecture in [38], and and decreas8R TTLby 1. If SR TTLequald), the packet

later on used the data plane development kit (DPDK) [49] to reaches its destination switch. Hence, the switch will first

accelerate the packet processing and achieved a datafridte 0 duplicate the packet to send to the data analyzer for INT

Gbps for512-byte packets [50]. Next, in [34], we considered  collection and data analytics, then remove the SR-INT

the OVS platform [36], added the support of POF in OVS header in it, and forward the packet to its end host.

to obtain a software-based POF switéle( OVS-POF), and « Length This is a one-byte field, and it is used to indicate

implemented Sel-INT in OVS-POF. The experimental results the number ofNT Metadatefields in the SR-INT header.

in [34] indicated that OVS-POF can rea¢h Gbps line-rate
when the packet size was setZ® bytes. Hence, considering

the performance of OVS-POF and the ecosystem of OVS for

software switch development, we, in this work, further engba
the functionalities of OVS-POF and realize SR-INT on it.

Note that, as SR-INT time-multiplexes the header fields
in each packet for INT and SR, it will replaceSegment
field with anINT Metadatafield, when a packet is about
to exit the path segment that is represented bységment
field. Hence, each POF switch needs an indicator to locate

the first Segmenffield in an SR-INT header, which is
exactly thelLengthfield. Specifically, we initializd_ength
as0 at the source of an SR-INT packet, and increase its
value by1 every time when the packet finishes a segment
on its routing path. Then, the offset of the fiSeégment
) field in a packet can be calculated @§ + 4 - Length in
A. Packet Format Design bytes, wherel4 bytes are for the Ethernet header ahd
By leveraging the protocol-independent nature of POF, we bytes are for thé&SR TTL. Lengthand Maplnfo fields.
design the packet format for SR-INT, which inserts an SR-INT « Maplinfa This field uses a one-byte bitmap to indicate
header in between the Ethernet and IP headers. Fig. 1 gives an the types of INT data to collect at the last switch of each
illustrative example on how the fields related to SR and INT segmentj.e., an operator has the flexibility to customize
are organized in an SR-INT header. Specifically, at the last its network monitoring scheme with this field. Specifi-
hop of each path segment, SR-INT replaceSegmenfield cally, we use each of the four lowest bits Mapinfo

IIl. DESIGN AND OPERATION PROCEDURE OFSR-INT

In this section, we introduce the design of the packet format
for SR-INT and its operation procedure.



to tell whether or not INT should collect the data abowgwitch checks to see whether there are flow rules installed fo
Device ID Output Port Hop Latency and Bandwidth it. If no, the switch will send @acketinmessage to the POF
respectively, while the remaining bits are unused. controller to report the packet, and the controller detaawi
« INT Metadata This field uses! bytes to include the INT the flow rules for the packet and sets up the corresponding
data aboutDevice ID, Output Port Hop Latency and flow tables for it in the related switches by sendigwMod
Bandwidth Here,Device IDtells the ID of a switch, and messages to thenkifes1-5). Then, if the packet matches to
Output Portstores the output port of the packet on théhe flow rules for SR-INT, we first check itStherTypefield
switch. Each of these two subfields occupiebits, and to see whether it equals:0808. If yes, an SR-INT header has
they share a byte ilNT Metadata Hop Latencyuses already been inserted in the packet and we can proceed to the
one byte to record the processing time (i8) of the subsequent procedure. Otherwise, this switch is the safrce
packet in the switch, anBandwidthis a two-byte subfield the packet, and we need to modify EherTypeto 0z0808
that stores the bandwidth usage (in Mbps) of the packetiad insert an SR-INT header in itifles 7-10).
output port. Note that, an SR-INT header can include
multiple INT Metadatafields, each of which denotes the Algorithm 1. SR-INT Procedure in POF Switch
status of the last switch of a segment.
o SegmentThis field has the same length as thatINfT 1 receive a packePkt,
Metadata and represents the information of a segment. » if there is no flow rule foPkt then
It consists of two subfieldsi.e., TTL and Label TTL 3 sendPacketinmessage to controller to repd®kt;
uses one byte to identify the position of the packet in 4 set up flow tables foPkt based on thé&lowMod
the current segment. Specifically, we initialiZdL as message from controller;
the hop-count of a segment, and reduce it by one afters end
each hop. WheA TL becomesl, the packet reaches the ¢ if Pkt matches to SR-INT flow ruldéken
last switch of a segment, and the switch will replace the 7 if Pkt.EtherType# 020808 then
correspondingegmentfield with anINT Metadatafield. 8 SetFieldPkt.EtherTypg0z0808);
On the other handl.abel represents a segment on the o insert an SR-INT header iRkt
packet’s routing pathi.e., each switch on the segment 19 end
matches to th&éabelto get the output port for the packet). 13 locate the firstSegmenfield in Pkt with Length
Note that, we set the length of aiNT Metadatafield 12 determine the output port dtkt based orlLabel
according to the specifications of INT in [26], and as the in the Segmenfield;
Segmentand INT Metadatafields should be exchangeable 13 reduceTTL in the Segmenfield by 1;
in our SR-INT, they have to use the same lengthbytes). 14 if TTL equals1 then

Because the SR-INT header increases the length of a packets collect INT data according tMapinfo and
SR-INT does have scalability issues. However, the samesssu encode the data as dNT Metadatafield;
also exist in the traditional schemes of INT and SR, while SR-16 replace the firsGegmenfield with the INT
INT actually addresses them better by integrating INT and SR Metadatafield;

with less overheads. Meanwhile, for a flow, if the original 17 reduceSR TTLby 1 and increaséengthby 1;

packets without SR-INT headers are relatively long, we cams end
always divide its path into long segments to reduce the numbeig if SR TTL equals0 then

of INT MetadatdSegmentields in each SR-INT header. 20 duplicatePkt to send to the INT collection
With SR-INT, the control plane first partitions the routing and data analytics module;
path of a flow into several segments and generatésalnfo 21 remove the SR-INT header iRkt

field according to the monitoring requirement of the flow,the 2> end

encodesLabel fields to represent the segments, and finally 3 forward Pkt to its output port;

installs the corresponding flow tables in all the switches onzs4 end

the flow's routing path. Hence, SR-INT is realized in the

data plane for monitoring the flow in realtime. Here, SR

and INT actually benefit each other mutually to make the Lines 11-12 leverage théengthfield in the packet’s SR-

network monitoring more effective and adaptive. Specifical INT header to locate the firsbegmenfield in it, and then

the control plane can leverage SR to manage the configuratinatch to thelLabel in the Segmenffield to determine the

of INT data collection adaptivelye(g, monitoring the most output port of the packet. This is because according to the

important locations and most relevant INT data for the flowprinciple of SR, the firsSegmenfield always represents the

and in the meantime, the status data collected by INT canforwarding scheme of the packet on the current segment., Next

turn assist the control plane to optimize the settings of &R fwe decrease th&TL in the Segmentield by 1 to denote that

transmitting the flow in a dynamic network environment. one more hop of the current segment has been experienced
(Line 13). If the TTL reachesl (i.e, the current segment is

B. Operation Procedure finished), we uséines14-18 to collect INT data according to

The operation procedure in a POF switch to realize SHieMaplinfofield, encode the data as 84T Metadatafield to
INT is shown in Algorithm 1. After receiving a packet, the replace the firsEegmentield, and update the values of tB&




TTL andLengthfields accordingly. Then, we che@&R TTLin IV. SYSTEM IMPLEMENTATION
Line 19. If it equals), the packet reaches its destination switch, In thi . i lain h - h
and thus we invoke the operations for INT data collection and n this section, we will explain how to implement the
removing the SR-INT headeLifies 20-21). Finally, inLine proposed SR-INT system based on POF.

23, we forward the packet to its desired output port.

A. System Architecture

yPOFComroHer Fig. 3 shows the architecture of the system to implement
& oanazer y @} our propqsed SR-INT, which involves three major network
&3 FoF swieh elementsj.e.,, the POF controller based on ONOS, the POF
B et switch based on OVS (OVS-POF), and the home-made data
Seqment e o 1 analyzer. The POF controller takes care of all the contranhel
INT Vietadata /9—9\ operations for SR-INT. We modify th@rovider&Protocol

>Z ’ =% module in ONOS to extend the south-bound protocol stack

~ ~ - \ there and add in the support of POF [55]. Therefore, POF-
:I/O ' =% Wl >% ‘ @ based control messagesd, FlowMod andTableMod, which
«3 encode the tuples ofoffset, length- and POF-FIS, can be
conveyed between the control and data planes.

Fig. 2. Architecture of our SR-INT system based on POF. /" POF Controller (based on ONOS) N

EX-H [ socket |

Fig. 2 shows the system architecture of our proposal, a I N G

provides an illustrative example on the operation procedt I VT (R M i
defined in Algorithm 1. Note that, withAlgorithm 1, each g e | l:::ﬁ:::]‘ [ Excepton Reports
packet only experiences onaddField operation and one = — (Lsocket \
DelField operation in its source and destination switches fc — | EL POF Protocol - Rl
inserting and removing its SR-INT header, respectivelyijavh (7 eine wi POF 18 \\ | perer Dj{:f“;j
the remaining SR-INT tasks can all be realized wglet- I S eraNT Paer
Field and ModifyField operations. This will reduce operation %<t | | orox : opok [Packets |
complexity in the switches (especially for the softwaredzh o HSR,,NTIOWWH ot
ones), becaus&etField and ModifyField normally involve \ [ Vitadata Memory [— ]

OVS-POF 4

fewer memory operations and thus can be processed muui
faster thanAddFieldandDelField in switches. We will verify rig 3 architecture of SRINT system.
this with experimental results in Section V. Moreovalgo-
rithm 1_makes.the Iength of each SR-INT packet s.tay c_onstant—l-he network management module (NET-M) controls the
along its routing path in the POF network. This will noferyork elements in the data plane and maintains their s-
only reduce the bandwidth overheads used for supporting $ s specifically, it leverages the host managementchwit
and INT simultaneously, but also avoid the hassle of tragkin, 5 nagement and link status submodules to manage the host-
the throughput of each flow along its pate.d, for traffic g guitches and links, respectively. The network abswacti
engineering or congestion avoidance). module (NAM) takes the information about network status
from the NET-M to obtain a global view about the data plane
C. Analysis on Feasibility and Adaptability and store it in the traffic engineering database (TED). The
We hope to point out that even though our SR-INT inteéSR handler (SR-H) processes the tasks related to & (
grates SR and INT to reduce the overall overheads, its bag&th computation, creation of segments, and label assigf)me
operations for SR and INT are the same as those in theihile the exception handler (EX-H) is in charge of recovgrin
traditional schemes, respectively. Therefore, SR-INTeiith the network from exception(g, invoking path switching to
the feasibility and adaptability of the traditional SR amdlTl bypass congested link(s)). The socket interface is impfeeue
schemes. For instance, as SR can adapt to different netwtsrkeceive the reports on exceptions from data analyzers.
scenarios well €.g, the network topology changes, the path As for the actual SR-INT scheme of each floine( how
length increases, and the segment size and its number)variesdivide the flow's routing path into segments, and how
in principle [43] and its feasibility in various topologidms to collect INT data for the segments), the POF controller
been verified in [51-54], SR-INT should have the similadetermines it according to the policy provided by the networ
feasibility and adaptability. This is because same as SR, S#perator (as shown in Fig. 3). Specifically, to get the policy
INT encodes each path segment as a label in3kgment the network operator leverages an SR-INT planner, which
field, and thus it can always encode a suitable numbéX®f runs an optimization algorithm to divide each flow’s pathoint
MetadatdSegmenfields in each SR-INT header by lettingsegments properly and assign a suitable INT data collection
the control plane divide each path into segments propedgheme to each segment according to the actual network
according to the actual network scenario. scenario. Note that, as the focus of this paper is the desidn a



implementation of the SR-INT technique, we will conside th action extracts th&aplinfofield from the SR-INT header,
SR-INT planning algorithm in our future work. composes alNT Metadataaccordingly, and writes the
Both the OVS-POF and data analyzer are data plane el- INT Metadatato the location of the firsGegment
ements. The OVS-POF leverages DPDK [49] to accelerateNote that, other than those mentioned above, we use the
packet processing, and it uses pipelines built with floweablgenericAddField and DelField actions in POF-FIS to insert
that are based on POF-FIS to realize the data path for Sktd delete an SR-INT header in one packet, respectively,
INT. Meanwhile, the SR-INT operation matches tha&belin  for realizing the procedure igorithm 1. Specifically, the
the firstSegmentfield in the SR-INT header to determine theSR-INT header can be inserted by callidgidField <offset,
output port of each SR-INT packet, and accesses the metadaigyth, value-, where offsetpoints to its start locationi.e.,
memory to obtain the required INT data. We will discuss thgght after the Ethernet headengthdenotes its length, and
detailed implementations in OVS-POF in the next subsectiofalue represents its content with the format in Fig. 1, while
When an SR-INT packet is about the leave the POF netwouslling DelField <offset, length- removes the SR-INT header.
the egress switch will mirror it to a data analyzer.

Note that, we assume that there can be multiple distribut/”_ OVS-POF__

data analyzers in the network for INT collection and dat faple0r
. R . . . Match Instructions

analytics. The data analyzer is home-made, which is otdair ot Outont Por Label = { ((17+ 4 * longih) + 1) B, 3 B} N
by extending the one in [34]. Specifically, the improvemen oo AL RN (e Ao TR \
are as follows. Firstly, we upgrade the INT data parser Set srint Field |- et \
adapt to the packet format defined in Section Ill-A. Secondl| | 6. 16} EEESS epsceiseomentwinlN IR cac!a Port
we re-implement the status database based on an open-so| | oxosos sRTTLico = =T -1 |
; ; ; Modify_srint_Field T | e | Loy =i /
time series database platforite(, InfluxData [56]), to ensure SRTTL=SRTTL-1 | |
realtime accessibility and high-throughput data indexamgl SRTTL==0 | Delfield<15,3+Length”4 > | /
storage. Finally, we design and implement a data analyti Output %

module in it for network monitoring, which keeps analyzin%,

the INT data in the status database during operation. Iff g4 Flow table on OVS-POF for SR-INT.
detects a network exception, it will generate an exception

report to send to the controller through the socket intexfac C. Adaptive SR-INT

In addition to extending OVS-POF to support SR-INT, we
B. Implementation of SR-INT in OVS-POF also implement the whole network system in Fig. 3. The
We extend the OVS-POF in [34] to get a high-performandeetwork system makes SR and INT benefit each other mutually
software-based POF switch that supports SR-INT. Spedificalto achieve highly-efficient and adaptive network monitgrin
we first leverage the flexibility of POF-FIS to expand the

genericSetFieldand ModifyField actions for SR-INT-related _BIETEE 0w [
actions as follows, and then design the flow table in Fig. 4 to -— ————
ensure that SR-INT can be executed on OVS-POF effectively. SwW1 SVN Sw3
« Modify_srint_Field<offset, length-: We design this ac- ==

tion to modify theSR TTLand Lengthfields andTTL SW4

subfields in an SR-INT header at each hop. As shown in pre

Fig. 4, Modify_srint_Fieldfirst extracts theSR TTLfield ,,/, — —

from a packet and checks its value. If the value egQals - :

it means that this is the last hop of the packet, and thus SW1

its SR-INT header needs to be deleted witlelField
action. Otherwise, the action extracts fhieL subfield in
the first Segmenfield, with the tuple<17 + 4 - Length
1>. Then, if the TTL subfield equalsl, we know that Fig 5. Fast rerouting based on network status with SR-INT.
this is the last hop in the current segment. Hence, we
will first use Modify_srint_Fieldto update theSR TTL 1) Fast Rerouting based on Network Statuss shown in
andLengthfields and then calbet_srint_Fieldo replace Fig. 3, the INT data regarding how a packet is processed in the
the first Segmenfield with an INT Metadatafield. On POF-enabled network is carried out by the packet itself and
the other hand, If th@TL subfield does not equadl we gets parsed and analyzed by the data analyzer in realtime.
only useModify_srint_Fieldto decrease its value by ~ If the data analyzer finds any network exceptions, it will

« Set_srint_Field<offset, length-: This action is designed report them to the POF controller, which will reconfigure
to replace aSegmenfield with an INT Metadatafield related data plane elements to restore the network from the
and accomplish SR-INT on a packet. It first extracts thexceptions. This actually makes the detection of and resgpon
TTL subfield in the firstSegmenfield. Then, if theTTL to anomalies, especially the soft failures [19], much more
subfield equald, Set_srint_Fieldreplaces the firseg- timely than that with the conventional polling-based aputo
mentfield with anINT Metadatafield. Specifically, the es. Meanwhile, with SR, the POF controller can realize fast




NT [
Fig. 6. Self-adaptive network monitoring with SR-INT.
rerouting by only updating the flow tables in the source dwitc V. EXPERIMENTAL DEMONSTRATIONS
to modify the Segmentield(s) in packets’ SR-INT headers. | this section, we discuss the experiments to demonstrate

For example, Fig. 5 provides an intuitive example of thgnd evaluate our proposed SR-INT system.
fast rerouting achieved by SR-INT. Here, the original firatip
segment of the flow iISW1-SW2-SW3 which is represented p  Feature Validation

by the Label 1 in the firstSegmenfield in packets’ SR-INT . . - :
headers. Hence, aft&W3 the firstSegmenfield is replaced we f|rsF bun(_j.a network testbed as shown in F.'g' 7 to verify
the functionalities of our proposal. The experimental getu

by anINT Metadatafield, which records how a packet gets onsists of six stand-alone POF switches, a POF controller,

processed irSW3 Then, at a moment, an exception start§ data-analyzer, and two hosts. Each of the POF switches is

to happen onSW3and makes its packet processing IatencB/ . )
: . ..based on OVS-POF, and runs on a high-performance Linux
change abnormallyetg, congestion). This phenomenon will erver with 10 GbE linecards. The POF controller is based on

be quickly detected by our SR-INT-based network monitqgrin . . -
and then the POF controller invokes a fast rerouting bsye ONOS that contains our extensions to support POF in its

updating the related flow tables BW1to change the label HOth'bO:'nd protogol st?clgé) :J,\rr(raxperr:m(;nts send trafhn ir
in the first Segmenfield to Label 2. Therefore, the first path ostlto Hostz and apply SR- to the flow.

segment gets updated 8W1->SW2-SWdinstantly to bypass
the exception, and closed-loop network monitoring andifail
recovery can be realized efficiently.

2) Self-adaptive Network Monitoringfhe example in Fig.
5 might raise the concern that our SR-INT-based netwol
monitoring only has limited coverage, since the INT dati
collection is only conducted on the last switch of each pat
segment. We hope to point out that this is actually not a
issue, because the POF controller can leverage SR-INT
change the configuration of INT data collection adaptively
More specifically, the controller can check the reports fram
data analyzer and find the key switches and most relevant IN
data to monitor for each flow. Fig. 7. Experimental setup for demonstrating SR-INT.

Fig. 6 explains how to realize self-adaptive network moni-
toring with SR-INT. Initially, the routing path of a flow is pa 1) Verification of Basic SR-INT Functionalitiefzor the
titioned into two segments.e.,, SWESW2-SW3and SW4 flow from Hostl to Host2 we assign its routing path as
and thus SR-INT collects INT data &W3andSW4 However, SW1->SW2-»SW5-SW3-+SW4 and divide the path into two
during operationSW2 has network congestion, which will segmentsi.e., SW1-SW2-»SW5-SW3and SW4 Hence, the
cause slight packet losses on the flow. The exception canR®F controller installs a flow table iBW1to insert an SR-
quickly detected by our SR-INT system, because the floWsIT header in each packet of the flow, and lets eacls\bf3
throughput measured o8W3is less than the pre-knownand SW4replace the firsGegmenfield in an SR-INT header
value, while the INT data abo@Wa3indicates that it operateswith an INT Metadatafield about its own status.
normally and thus is not where the exception happens. HenceFig. 8 shows the Wireshark captures of the packets of the
the POF controller decides to change the SR scheme of flmv at different locations. After being processed ®Ww1 the
flow to SW1-SW2 and SW3+SW4 and to monitorSW2 packet in Fig. 8(a) shows that an SR-INT header has been
instead to find the root-cause of the anomaly. Again, this carserted in it correctly. In the SR-INT header, tB&R TTL
be done by letting the POF controller update the related flavgquals2, which means that there are tvi8egmenfields cor-
tables in the source switch.g., SWJ) to modify theSegment responding to the two aforementioned segments, resphgtive
fields in packets’ SR-INT headers. Therefore, self-adaptithe Lengthis 0, which suggests that there is T Metadata
network monitoring can be realized to check the status fiéld in the SR-INT header and thus the fiSegmenfield
the switches along a flow’s routing path selectively as webl right after theMaplnfo field, and theMaplnfo field equals
as reduce the bandwidth overheads of SR-INT effectively. 0x0f, which means that INT should collect the data about




Device ID, Output Port Hop Latency andBandwidth(i.e., all analyzer treats the sudden increase as an exception ansl send
the 4 bits in the bitmap are on). Next, tHelL subfields in the a report to the POF controller. Specifically, as shown in Fig.
two Segmenfields are3 and 1, i.e, the two path segments10(a), the data analyzer sets up a TCP connection to report
still include 3 and1 switches, respectively. the exception. Then, the controller decides to reroute the fl
Then, the Wireshark capture in Fig. 8(b) provides the packet go throughSW1-SW2->SW6-SW4(i.e., the path marked
after SW5 We can see that the packet is almost the saméth the green line in Fig. 7), and still divide the path inteot
as that in Fig. 8(a), except that tAe'L subfield in the first segmentsi(e., SW1i+>SW2+SW6andSW4. Fig. 10(b) shows
Segmenfiield gets decreased tb. This is because there isthe Wireshark captures of the packets, which are colledted a
still one more hop, which iSW3 in the current segment. SW1 before and after the rerouting. We can see that after the
Finally, Fig. 8(c) shows the Wireshark capture for the packeerouting, the content of the firssegmenffield is changed
after SW4 Here, asSW4is the last switch of the second pathwhile that of the second one stays the same. Specifically, the
segment, both of th&egmenfields in the original SR-INT TTL subfield in the firsBegmentield becomeg to denote that
header have been replaced witiT Metadatafields, which the first segment still contairSW2and SW6after SW1 and
corresponds to the status &@W3and SW4 respectively. By the Label subfield is changed to represent the new segment.
checking the details in the twINT Metadatafields, we can
see that theDevice IDsof the two switches ar& and 4,
respectively, both of the switches output the packetPort
1, theirHop latenciesare all9 us, while the usedandwidths
on their corresponding output ports are different becduseet
are background traffic in addition to the considered flow.
Hence, the Wireshark captures in Fig. 8 confirm that the basic
functionalities of SR-INT have been implemented correctly

Packet Processing Latency (i s)
(o]

TTL 0 L L L L L L L L L
Ethernet II, Src: IntelCor 43:bc:12 (f8:f2:1e:43:bc:12), 0 1 2 3 4 5 6 7 8 9

Time (s)
f8 f2 le 43 bc 11 f8 f2 le 43 bc 12 08 08 [02][00
[of][e3"01 01 01][e1 61 00_00] 45 00 00 2e 38 98 00
00 04 06 6a 30 Ga 00 00 01 0a 00 00 02 04 d2 16 Fig. 9. Hop Latencyof packets orSW3
Mapinfo Segment Segment
(a) Wireshark capture for a packet af@w1
Source Destination Protocol Lengtt Info
SR TTL 192.168 .229 192.168.109.206 TCP 74 33012 — 2027
Ethernet II, Src: IntelCor 43:bc:12 (f8:f2:le:43:bc:12), 192.168.109.229 192.168.109.206 TCP 66 33012 — 2027 [ACK] !
= 192.168.109.229 192.168.109.206 TCP 69 33012 — 2027 [PSH, !
f8 f2 le 43 bc 11 f8 f2 1le 43 bc 12 08 08 00 192.168.109.229 192.168.109.206 TCP 66 33012 — 2027 [FIN, i
[of][01 01 o1 01][e1 01 00 00|45 00 00 2e e8 ab 00 192.168.169.229 192.168.169.206 TCP 66 33012 — 2027 [ACK] !
00 04 06 ba 1c Oa 00 00 0L OGa 00 00 02 04 d2 16
Mapinfo Segment Segment (a) Packets captured on POF controller
(b) Wireshark captured for a packet af@w5s Ethernet II. Src: IntelCor 43:bc:]
SR TTL f8 f2 le 43 bc 11 f8 f2 1le
Ethernet II, Src: IntelCor 43:bc:12 (f8:f2:le:43:bc:12). of [03 01 01 0101 01 60 00|
f8 f2 le 43 bc 11 f8 f2 le 43 bc 12 08 08 02 Before Rerouting Segment Segment
[6f][31 09 of 27][41 69 11 _27] 45 00 00 2e 43 7a 00
00 04 06 5T 4e Oa 00 00 01 Oa 00 00 02 04 d2 16 Ethernet II, Src: IntelCor 43:bc:1
Maplinfo INT Metadata INT Metadata !
f8 f2 le 43 bc 11 f8 f2 1le
(c) Wireshark captured for a packet af@w4 of [02 01 63 00/[01 61 60 00|
After Rerouting Segment Segment

Fig. 8. E i tal Its fi ifying basic SR-INT #tion.
0 xperimental results for verifying basic on (b) Wireshark captures for packets afew1

2) Fast Rerouting based on Network StatuShen, we Fig. 10. Results on fast rerouting based on network status.
continue the experiment to measure thep Latencyon SW3
for 9 seconds, and after the eighth second, we increase th&) Self-adaptive Network Monitoring:To demonstrate
background traffic througBW3to induce slight congestion onthat our SR-INT system can achieve self-adaptive net-
it. Fig. 9 shows theHop Latencyon SW3 which is obtained work monitoring, we still let the flow go through
by the data analyzer. Note that, with SR-INT, each packet 8V1>SW2-»>SW5-SW3-SW4 but use the POF controller
transmitted to a data analyzer by the egress switehthe last to change its SR-INT scheme dynamically. Specifically,
switch on its routing path). For example, for the flblestlto the POF controller will re-partition the routing path as
Host2in Fig. 7, its packets are duplicated and sent to the de&&V1i-»SW2-SW5and SW3-SW4and instruct the switches
analyzer bySW4 The data analyzer runs a process to colletd only collect the INT data aboievice ID, Output Port and
all the packets from the egress switch, and thus it can extr&top LatencyFig. 11 shows the Wireshark capture of a packet
SR-INT headers from the packets, parse the telemetry dataafter SW4, when the new SR-INT scheme mentioned above
them, and process the data for real-time network monitorinigas been applied. Specifically, we can see thatMapInfo

It can be seen that thidop Latencystays belowl0 us for field gets changed t6x03, and theBandwidthsubfields are
8 seconds, and then suddenly increases-18 us. The data always0 since they are excluded from the INT data collection.



Ethernet II, Src: IntelCor 43:bc:12 (f8:f2:1e:43:bc:12),

Meanwhile, the end-to-end throughput of SR-INT is always
8 f2 le 43 bc 11 8 f2 1le 43 bc 12 68 08 00 02

[e3][51 69 00 06][41 08 06 _60] 45 00 00 6b Ge ce 00 higher than that of SR+INT when the packet size ranges within
00 04 06 33 9d 0a 60 60 01 Ga 00 00 02 04 d2 16 [64,512] bytes. This verifies the advantage of our proposal.
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Fig. 11. Wireshark capture for a packet af8WV4with new SR-INT scheme.
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Note that, in addition to readjusting the switches and INT
data types to monitor for a flow, self-adaptive network moni-
toring can also be introduced to balance the tradeoff batwee
the bandwidth overheads and accuracy of network monitoring i
Fig. 12 compares the bandwidth overheads of SR-INT when -
different packet sizes and number of monitoring points are i IH IH | |
considered. As expected, the bandwidth overheads decrease 64 128 256 512 1024
with packet size and increase with the number of monitoring Packet Size (bytes)
points {.e.,, how manySegmenfields are included in an SR-

INT header)_ In the worst case, the experiments considefFig. 13. Comparisons on end-to-end throughput of SR-INT 8RaINT.
monitoring points on a routing path and usébyte packets,

and the bandwidth overheads of SR-INT in Fig. 129s69%. Moreover, we measure the processing latency per packet on
SW4for SR-INT and SR+INT, and the results are plotted in

: : Fig. 14. It can be seen that the packet processing latency of
s horored P | SR-INT is ~9.5 us, while that of SR+INT is~16 us. As

34 Montoring Points| | SWAdis the destination switch, SR-INT applies oBetField
one ModifyField and oneDelField on each packet, while for
each packet, SR+INT applies oAeldFieldto insert an INT-
related field in it, and twdDelField operations i(e., one is
for removing the field for SR, and the other is for converting
the packet back to a normal one that does not include any
fields related to INT or SR). Therefore, the operations for
128 256 512 1024 SR+INT are more complex, which is the reason why its packet

Packet Size (bytes) . . . .

processing latency in Fig. 14 is much longer.

Throughput of OVS-POF (Gbps)

ONBMADOOND
T T T T T T T T T T T T

Fig. 12. Bandwidth overheads of SR-INT.
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B. Packet Processing Performance of OVS-POF with SR-INT %:‘2‘ ]

As we have explained before, our design of SR-INT makes £10¢
sure that each packet only experiences AddField and one g 8t
DelField throughout its forwarding in the POF network, while < 6}
the remaining SR-INT operations are all realized v@#tField % 4r
and ModifyField operations. Hence, its implementation in = ?| ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
OVS-POF has reduced operation complexity, bec&etEield % 1 2 3 4 5 6 1 8
and ModifyField normally involve fewer memory operations Time (s)

and thus can be processed much faster tAddField and

DelField in software-based switches. To verify this effect;i9- 14. Comparisons of packet processing latencysu

we conduct experiments to compare the throughput of OVS-

POF for the cases when SR-INT is used and SR and INT

are handled independently (SR+INT). We still let the flow VI. CONCLUSION

go through SW1-SW2-»SW5-SW3-»SW4 and divide the In this paper, we proposed SR-INT, which is a network

path into2 segmentsi.e., SW1->SW2-SW5->SW3andSW4 monitoring system that can combine INT and SR seamlessly

Then, we pump inl0 Gbps traffic with different packet sizesto mitigate their overheads. By leveraging POF, we designed

at SW1 and measure the output throughpuSav4 the packet format of SR-INT and laid out its packet processin
Fig. 13 shows the results on end-to-end throughput. Viggocedure. Moreover, to ensure its adaptivity, we madeempl

observe that for both SR-INT and SR+INT, their throughputsentations in both the control and data planes such that the

increase with the packet size and reach the linerdtesbps) configuration of SR-INT can be adjusted dynamically to adapt

when 1, 024-byte packets are used. This is because when ttee the requirements of network monitoring. The proposed

packet size becomes smaller, the software-based switechesS®R-INT was implemented and experimentally demonstrated

the routing path need to process more packets per secdnda POF-based SDN environment. Our experimental results



showed that SR-INT reduces not only the overheads of usifg]
SR and INT simultaneously but also the operation complex-
ity in software-based POF switches, and it achieves highl@,h]
efficient and adaptive network monitoring for fault diagisos

and can recover the network from soft-failures quickly. 2]
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