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Abstract—A hybrid optical/electrical datacenter network
(HOE-DCN) integrates the benefits of electrical packet swithing
(EPS) and optical circuit switching (OCS) for better architectural
scalability. Meanwhile, as each network service usually wolves
multiple virtual machines (VMs) that form a virtual network
(VNT), how to reconfigure the VNTs in an HOE-DCN to adapt
to the dynamic network environment becomes an interesting red
important problem to tackle. In this work, we optimize the proce-
dure of VNT reconfigurations that remap VNTSs to given virtual
network embedding (VNE) schemesi.e., scheduling the required
VM migrations and optical cross-connect (OXC) reconfiguraton
properly such that the overall VNT reconfiguration latency can
be minimized. We first assume that all the VM migrations shoudl
be scheduled before the OXC reconfiguration to minimize seiee
interruptions, and formulate a mixed integer linear programming
(MILP) model to solve the scheduling problem exactly. Then,
with the same assumption, we propose a time-efficient heutis
to schedule parallel VM migrations in batches such that the
bandwidth competition can be significantly relieved. Finaly, we
divide the OXC reconfiguration into several progressive stps, and
design a joint scheduling algorithm to arrange VM migrations
together with the OXC reconfiguration steps.

Index Terms—Hybrid optical/electrical datacenter networks,
Network virtualization, VM migration, Parallel reconfigur ation.

|I. INTRODUCTION

capacity and higher energy efficiency [7-9]) with those of
EPS, and satisfy various quality-of-service (QoS) demands
from network services more cost-effectively.

Meanwhile, in a DCN, each network service usually in-
volves the cooperation of multiple virtual machines (VMs).
For instance, the well-known Apache Hadoop [10] allows for
the distributed processing of large data sets across cduste
of VMs. Therefore, the VM cluster of a network service
can be modeled as one virtual network (VNT), where each
of its virtual nodes (VNs) is a VM, and the communication
channel between a VM pair is a virtual link (VL). Then, the
deployment of the network service is equivalent to solvimg t
famous virtual network embedding (VNE) problem [11-13],
which finds proper resource allocations to embed all the VNs
and VLs in a VNT on substrate nodes and substrate paths,
respectively. However, as the network environment of a DCN
is usually dynamic, the optimality of a network service'gial
VNE scheme can be progressively degraded over time. This
motivates people to reconfigure the VNE schemes of network
services adaptivelye(g, re-balancing the IT resource usages
on server racks [14]), especially in HOE-DCNs [15, 16].

Note that, the actual implementation of VNT reconfigura-
tions in HOE-DCNs needs to solve two challenging problems.

HE recent rising of cloud computing and data sciendarstly, we need to obtain new VNE schemes for VNTs [17,
has made datacenter (DC) one of the most importa}:@], based on the status of an HOE-DCN and an optimization

facilities in the Internet [1], while the more th&@% of annual
growth rate will drive intra-DC traffic to skyrocket in the are

objective €.g, load-balancing or energy-saving). Secondly,
given the new VNE schemes, we need to design the procedure

future [2]. Therefore, datacenter networks (DCNs) have @ accomplish the VNT reconfigurations quickly in the HOE-
address the upward pressure from multiple aspects for belAgN. The first problem has been studied in [19], while the
more flexible, scalable and energy-efficient [3]. This proeso second one has not been fully explored yet. Nevertheless, th

people to architect hybrid optical/electrical DCN (HOE-RC

second problem is actually more challenging, and the qualit

[4—6], which upgrades the inter-rack network from purel9f its solution can significantly affect the performance of
based on electrical packet switching (EPS) to one that srch&/NT reconfigurations in an HOE-DCN. This is because the
trates EPS with optical circuit switching (OCS). Specifigal Procedure of VNT reconfigurations involves the schedulifig o
in addition to EPS-based switches that are arranged inV migrations, VL remappings and OXC reconfigurations.
hierarchical topology, top-of-rack (ToR) switches canoals As a VM migration usually takes tens of seconds or even
be interconnected with one or more optical cross-conne&fénutes [20], it is the major contributor to the latency of VN
(OXCs) whose throughputs are much higher. Hence, Horeconfiguration. Meanwhile, the scheduling of VL remapging
DCN can integrate the merits of OC8.¢, larger bandwidth is not trivial either, because VNT reconfiguration can cheang

the inter-rack topology of an HOE-DCN due to the one-to-

X. Pan, S. Zhao, H. Yang, S. Tang and Z. Zhu are with the Schbol gne Connectivity of an OXC [21]_ Fig. 1 gives an example on
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this. The top of the figure shows a VNT that consists of three

VMs, and its VNE scheme is illustrated in the HOE-DCN

below. SpecificallyVMs 1-3 are mapped oRacksl, 3 and
4, respectively, and the VL betwe&fMs 1 and 3 is mapped
on an optical connection betwe&uacksl and 4 through the



T ruptions, and formulate a mixed integer linear programming
@ ) (MILP) model based on the migration unit (MU) to solve the
_ _ . problem exactly. Then, with the same assumption, we propose
. B SN ; a time-efficient heuristic to schedule parallel VM migratio
] s in batches. Finally, we remove the restriction that the OXC
%| %| %| %| should be reconfigured in one step, divide it into a few prsgre
<] <]l sive steps, and propose a joint scheduling algorithm that ca
e e iy A arrange VM migrations together with the OXC reconfiguration
‘\ / v steps. Extensive simulations are conducted to evaluate our
, proposals, and the results indicate that the joint scheguli
‘ algorithm achieves the shortest VNT reconfiguration lagenc
The rest of the paper is organized as follows. In Section II,
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OWM  OMgrated VM —— VL~~~ Remapped VL " Migration Traffic we survey the related work. Section Il describes the proble
&S oo [f/egossion & R T Optallink M Opical Por definition._ The MIL_P model is formulated ir_] Se_ction I\(, and
we explain the principle of algorithm design in Section V.
Fig. 1. Example on VNT reconfiguration in an HOE-DCN. Section VI proposes the algorithms. Simulations are dsstis

in Section VII. Finally, Section VIII summarizes the paper.

OXC. Then, the VNT reconfiguration needs to reméd 3
to Rack8. Before the OXC is reconfigured to connétacks
4 and 8, the VM migration can only use the EPS part of the For a variety of reasons, the VNTs of network services
inter-rack network, while after the OXC has been reconfigurein a DCN need to be reconfigured [14]. For example, VNT
it can use both the EPS and OCS parts. We can see ttegonfigurations help to re-balance resource usages [36, 27
VL remappings in an HOE-DCN can modify the bandwidthieduce job completion time of service tasks [28], and save
throughput between ToR switch pairs, and might in turn affeenergy consumption [29]. Without considering HOE-DCNSs,
the duration of subsequent VM migrations. Finally, aftévl  the studies in [30-32] have considered the scheduling of VM
3 has been migrated f@ack8, the VL betweerVMs 1 and 3 migrations in traditional DCNs to optimize VNT reconfigura-
can only be mapped on EPS-based links, siRaeksl and 8 tions. For instance, the study in [31] leveraged the ceintdl
are not connected through the OXC. control provided by software-defined networking (SDN) [33—
The example in Fig. 1 suggests that we have to scheddg] to maximize the bandwidth allocated to VM migrations.
VM migrations and VL remappings in a highly correlated way. Note that, the key problem of scheduling VM migrations is
This makes the problem of scheduling VNT reconfiguratiorie allocate and schedule bandwidth for data transfers, iwhic
different from and more complex than the scheduling of VNas been addressed in a few studies for network environments
migrations in conventional DCNs [22, 23]. Moreover, if waelated to DCs [37—41]. Nevertheless, no matter which as-
would like to use the live migration scenario to minimizeumption that the studies were based ae.(the network
service interruptions [24]i.e., hitless VNT reconfigurations), topology is constant [37—-39] or time-varying [40, 41]), yhe
the dependencies among VMs, VLs and substrate links (Slispk the network topology as a known input and did not try
can be even more complex because we need to considerttheschedule topology changes together with data transfers.
traffic of VM migrations and normal network services jointly This makes these studies fundamentally different from the o
Previously, we conducted a preliminary study in [25] on theonsidered in this work, because we need to jointly schedule
problem mentioned above, and designed two algorithms th&ayl migrations and OXC reconfiguration steps to optimize the
can schedule parallel VM migrations in one shot and in muprocedure of VNT reconfigurations in an HOE-DCN.
tiple shots, respectively, to accomplish VNT reconfigunasi Previously, we have investigated the VNT reconfigurations
in an HOE-DCN. The simulation results suggested that tlre an HOE-DCN in [3, 6, 16, 21]. By leveraging the idea
multi-shot algorithm can achieve shorter VNT reconfigunati of knowledge-defined networking (KDN) [42], we proposed a
latency, because it relieved the bandwidth competitionragnonetwork orchestration framework based on deep reinforoéme
VM migrations. However, the study in [25] still needs to béearning in [3], to improve the management agility of HOE-
improved from two perspectives. Firstly, bandwidth batdek DCNSs. In [6, 16], the network orchestration framework was ex
can happen on either the source or the destination ToR swifgrimentally demonstrated to verify that it can coordirthe
of a VM migration, but the network model in [25] ighored theEPS and OCS parts of the inter-rack network of an HOE-DCN
bottleneck on destination ToR switches. Secondly, the imulto achieve application-aware network service provisignife
shot algorithm can be improved to better utilize the bandhvidalso designed deterministic algorithms in [21] to calogildie
resources in an HOE-DCN for faster VNT reconfigurations.new VNE schemes for re-balancing the IT resource usages in
In this paper, we extend our work in [25] to perform an HOE-DCN. However, none of these studies have optimized
more comprehensive study on the scheduling of VNT recotie procedure of VNT reconfigurations in an HOE-DQM,,
figurations in an HOE-DCN. We first improve the networlhow to jointly schedule VM migrations and VL remappings to
model, assume that all the VM migrations are scheduled befaninimize the overall VNT reconfiguration latency. To the tbes
the OXC reconfiguration to avoid unnecessary service intef our knowledge, our preliminary study in [25] is the only

II. RELATED WORK



one that considered the problem in the literature. Neviatise Hence, we treat all the racks, which are interconnected by an

it still needs to be improved in a few aspects. OXC, as a large point-of-delivery (PoD), and for each VNT
Other than HOE-DCNSs, the recent studies in [43—-45] expeeconfiguration, the VMs can only be remapped within it.

imentally demonstrated optical DCNs (O-DCNSs) by leverggin The topology of the VNT of a network service is modeled as

the advances on optical switching. Specifically, they shbwan undirected grap&'.(V;., E,.), whereV,. andE,. are the sets

that with new optical switching technologies, the inteckra of virtual nodes (VNs) and virtual links (VLs), respectiyel

network of a DCN can be reconfigured as fast as with EPS, aladch VN v, € V. is a VM that is deployed in a server rack

thus the EPS-based inter-rack network might be completelpd runs the tasks of the network service, and its memory size

replaced by an optical network in the future. Although this defined as:,, . The VL e, = (v,,u,) € E, interconnects

proposals on O-DCNs in [43-45] are promising, our contr¥Ms v, andu, with a bandwidth requirement @f,, ., ).

butions in this work are orthogonal to theirs. This is beeaus

the focus of this work is to design algorithms for scheduling. Scheduling of VNT Reconfigurations in an HOE-DCN

the VM migrations of VNT reconfiguration in an HOE-DCN, |n this work, we optimize the procedure of VNT reconfigu-

while the aforementioned studies concentrated on designiations in an HOE-DCN. Specifically, for a VN@,.(V;., E,.),
and demonstrating novel network architectures for O-DCNsis original and new VNE schemes can be denoted as

]__:{]-'N: Vi Ve, ]—":{]:,N: V. — Vi,

I1l. PROBLEM DESCRIPTION
Fr: Er— P, F'r: E.— P,

This section defines the network model and explains the

problem of scheduling VNT reconfigurations in an HOE-DCNVhere v and 7y, are the original node and link mapping
schemes, respectivelyFy, and F; are the new mapping

schemespP; denotes the set of pre-calculated substrate pathsin
A. Network Model G.(Vs, E;). A VNT reconfiguration needs to changéy and
We model the topology of the HOE-DCN's inter-rackF; to 7'y and F'p, respectively i(e., reconfiguring certain
network as a grapldéz;(Vs, Es), whereV, and E; represent VMs and VLs to use new substrate elements). Hence, we need
the sets of substrate nodes (SNs) and substrate links (Sks)schedule the VM migrations and VL remappings to achieve
respectively. Here, each Sl € V, denotes a server rack thathe shortest overall VNT reconfiguration latehcyere, as
consists of a rack of servers and a ToR switch, while each $M migrations usually take much longer time than VL remap-
es = (vs,us) € Es is a network connection in the inter-rackpings, we only consider the time used for VM migrations when
network, which can use either EPS or OCS. Similar to that #alculating the latency of the VNT reconfiguration.
[25], we assume that the EPS part of the inter-rack network isTo minimize the service interruption during VNT reconfig-
based on the well-knowkrray fat-tree topology [46], which is uration, we assume that live VM migration [47] is used to
non-blockingj.e., the bandwidth to/from a ToR switch throughremap each VM. This means that each VM is migrated with
it is only limited by the data-rate of the ToR switch's EPStporthe “make-before-break” scenario. Specifically, the VM atid
The data-rate of an EPS port on ToR switchis B,, . of its VLs keep running on the original server, until the VM's
Meanwhile, depending on the OXC's configuration, a pammemory data has been transferred to the new server jp
of ToR switches can also communicate through the OCS parid the VM and its VLs have been activated there. Note that,
of the inter-rack networkif. an OXC). However, due to its as the VM migrations need to be conducted when the HOE-
one-to-one connectivity, each ToR switch can talk with onBCN runs network services, they can only be scheduled with
and only one ToR switch at any given time through the OXGhe residual bandwidth left by the active network services.
If TOR switchesv, andu, are connected through the OXC, To facilitate the analysis of the process of VM migrations,
we denote the corresponding bandwidth capacitysas ., ). we introduce the following definition.
Later on, if v, wants to talk with a ToR switch other FhanDefinition 1. A migration unit (MU) m includes all the VMs
us through the OXC, we need to trigger an OXC reconfigura- L .
i ; o . whose source and destination ToR switches are the same. With
tion, which can be done within hundreds of milliseconds b and F ~. we obtain all the MUs to store in S&fl
leveraging the SDN-based centralized control plane [16]. ~ N '
In this work, we assume that the OCS part of the inter-rack Fig. 2 shows illustrative examples on the MUs. For instance,
network only consists of one OXC, even though an opticMU 1 includes two VMs that need to be migrated fré&ackl
DCN can have inter-cluster data transfers across multigleRack2. Hence, by considering all the VMs in an MU jointly,
hops of optical switching [44]. This assumption is introddc we can schedule the VM migrations more efficiendyg, all
due to two practical considerations. Firstly, VM migratiizn the VMs inMU 3 can be migrated through both the EPS and
costly in terms of bandwidth usage [47], and thus we shoufdCS parts of the inter-rack network, while thoseMivs 1 and
make sure that its data transfers use as few hops of optigatan only use the EPS part. Therefore, to reduce the overall
switching as possible. Secondly, as a commercial OXC c¥NT reconfiguration latency, we need to schedule the data
support a relatively large number of porgsg, a configuration transfers of MUs in proper sequence and allocate bandwidth
of 384x384 ports is feasible [48], we can use one OX@o them accordingly, based on the status of the HOE-DCN.
to interconnect hundreds of ToR switches. Hence, it might, - iy , ,
As we focus on optimizing the transition froth to 7/, F and 7' are

not be nece_ssary_ to migrate VMs across multiple OXCs fquown inputs to the algorithms designed in this work. Hetnmsy or for what
VNT reconfiguration, for modular HOE-DCN managementurposeF’ is calculated is out of the scope of this paper.

@)



TABLE |
DEFINITIONS OF PARAMETERS

Substrate Network (SNT)

The HOE-DCN's inter-rack topologyi.€., the SNT).

The available EPS bandwidth capacity to/from ragke
Vs, right before the VM migrations.

The available OCS bandwidth capacity from rack to
rack vs before the VM migrations, and it equals Ouif;
is not connected with)s through the OXC.

The available resources capacity of ragk before the
VM migrations.

The boolean parameter that equals 1 if ragkcan talk
with v, through the OXC, and O otherwise.

The EPS bandwidth capacity on raek.

= Gs(Vs, Es)
1 4
i — Blusre)
‘l\;IL_J_1 MU 3
- - - Optical Link Miﬁ;};g” EEE w ito,
X X . . L(u vg)
Fig. 2. Example on scheduling VM migrations based on MUs. s
B,
B, us)

The OCS bandwidth capacity between racksand us.

IV. MILP FORSCHEDULING VNT RECONFIGURATIONS

Virtual Network (VNT)

Migrating MUs in parallel might help to reduce the overal

The set of MUs.

VNT reconfiguration latency. However, in addition to VM— -

The total memory data of all the VMs in Mh € M.

migrations, the VNT reconfigurations in an HOE-DCN might s3; /d.;

The boolean parameter that equals 1 if rackis the
source/destination rack of Mh € M, and 0 otherwise.

also invoke OXC reconfiguration to remap VLs. Note that, -
m/0m

The source/destination rack of Mih € M.

to avoid unnecessary service interruptions during the VN T
reconfiguration, each VL should be remapped after the blate ™" ™
VM(s) have been migrated, if required. Hence, for simplicit

The boolean parameter that equals 1 if ragkconnects
with the destination/source rack of Mkh € M through
the OXC, and 0 otherwise.

we first assume that all the VM migrations should be scheduledm/&m

The EPS bandwidth usage of the VLs to be remapped,
in its source/destination rack of Midv € M.

before the OXC reconfiguration, and formulate an MILP toz
tackle the scheduling of VM migrations based on MUs in
this section. Then, in Sections V and VI, we will remove the_

The OCS bandwidth of the VLs that are mapped on the
optical connection to the source rack of Md € M
before its migration.

restriction that the OXC should be reconfigured in one stepz,’m
divide the OXC reconfiguration into a few progressive steps,

The OCS bandwidth of the VLs to be remapped on the
optical connection to the destination rack of Mk € M
after its migration.

and study how to schedule VM migrations together with OXCDPm
reconfiguration steps, for more efficient scheduling athans.

The minimum bandwidth that needs to be allocated to
MU m € M for enabling its migration.

The MILP is based on a discrete time moded,, the band-

Auxiliary Parameters

width allocated to VM migrations can be updated at intervalsT
spaced by a time slot (TS) &¢ [37]. The MILP’s parameters

The maximum number of time slots (TS’) that can be
used to accomplish the VM migrations.

The duration of a TS.

The set of feasible durations (continuous TS’) that can
be used to migrate MUs. For instance, Tif = 3, we
can obtainl = {1,2,3,{1,2},{2,3},{1,2,3}}. This
parameter is introduced to ensure that each VM migration
will not be interrupted in the middle of operation.

The boolean parameter that equals 1 if the duratien/
includes thet-th TS, and 0 otherwise.

and variables are listed in Tables | and I, respectively. T
Objective:
The objective is to minimize the overall migration time.
Minimize tmaq, (2)
Tt
where the value of,,,, can be obtained as ‘
tmas = max (No,) - A, ®3)

where N, denotes the last time slot (TS) used by racko  Eq. (8) ensures that the OCS bandwidth allocated for migati
migrate the VMs on it, and satisfies the fOIIOWing equation MU m from rack u, to rack v, dose not exceed the corre-

Nu, >tz fl-shs, Ym € M,v, € Vi € It € [1,T], (4)

wheret denotes the index of a TS, and the tetfp - f} - s%

equals 1 if the VM migration(s) from raclk, use TSt, and
0 otherwise. Eqg. (3) can be linearized as

sponding available bandwidth capacity in théh TS.

Ty >0, Y, >0, VYm, t. 9)

Eqg. (9) ensures non-negative bandwidth allocations.

m'tmgzz':nf;BUw Vm7 t,

tmaz =t 20 - f s AL, Vm, vs, i, t. (5) _
el (10)
Constraints: Y <D Zm - i Blgu,), Ym, b
3 ah sty BN v, t, (6)
meM Eq. (10) ensures that when it is not within the selected dhurat
Z ohdv < bil?s,t7 Vo, t. ) of MU m, no bandwidth is allocated to migrate it.
et [t + Ut Loy d) = Diml -2 fL >0, ¥m, t. (11)

Egs. (6)-(7) ensure that the EPS bandwidth allocated for;

migrating MUs from/to rackv, does not exceed the cormé-gg (11) ensures that the bandwidth allocated for migrating
sponding available bandwidth capacity in théh TS. MU m should not be smaller than the required minimum

{vs,us € Vs 1 vs #us}, ¥m, t. (8) bandwidth. Note that, although Eq. (11) is nonlinear beeaus

t s 5 t
Ym - S:n : d:}n S b(us,v5)7



TABLE Il

DEFINITIONS OF VARIABLES rack vs (the source/destination racks and the ones which

connect with them through the OXC) is updated correctly.

trmax The overall VM migration time in TS'. " - ve  Fus e ve
xt, JyL, The EPS/OCS bandwidth allocated to migrate Miin blvgue) = Z Er - [Gm - (5m - di 4 s - di)]
the t-th TS. meM
b /6" The available EPS bandwidth to/from ragk in t-th TS. _ Z ELy - [Gm - (di - 32 4 d2s - 59)] + Do, uns (19)
Cuis 00) The available OCS bandwidth from rack to rack vs meM o
o in the t-th TS.
itl The available IT resources on rack in the t-th TS. {vs,us € Va1 0 # us}, V.
S tThe ,boolea_n \;ﬁgtaﬁleTtgat egug'stﬁ if M is scheduled  Eq, (19) ensures that when Mt has been migrated in theth
0 migrate in thet- , and 0 otherwise. . . .
A The boolean variable that equals 1 f Mid hias com- TS, the available OCS_bar_1dW|dth capacity between the racks,
pleted its migration in the-th TS, and 0 otherwise. i.e., the source or destination rack and that one connects with
rt, The size of data to be transferred for Mb in ¢-th TS. it through the OXC, is updated correctly.
2, The boolean variable that equals 1 if the migration of
MU m selects duratiori € I, and O otherwise. ith =ity + Z Cm- (Bl st =Sk -dis), it >0, Vs, t. (20)
Ny, The last TS used by racks to migrate the VMs on it, ° ‘ meM °

i.e., the end time of all the VM migrations from raak.

Eq. (20) ensures that the resources on the source and desti-
nation racks of MUm are updated correctly throughout the
process. Note that, when a MU migration starts, we reserve
enough resourcesé€., c,,) on its destination rack immediately

to ensure that the migration can be accomplished succhssful
Hence, when we are migrating an MU, it consumes resources
(12) " on both the source and destination racks simultaneously.

it multiplies 2% with 2!, andy!,, it can be easily linearized
with standard techniques sineg, is a binary variable.

Cm, t=1,
0, tel2,T].
rho =t — @ty ) At Vm, VEe [2,T]. (13) V. MULTI-SHOT PARALLEL VNT RECONFIGURATIONS
It will be time-consuming to solve the MILP model for-
mulated above. Meanwhile, to fully explore the flexibilit§ o
1-E, <rl, <cm-(1—-E.), VYm, t. (14) OCS for the scheduling of VM migrations, we might need a
_ multi-shot approach that can schedule parallel VM migregio
Eq. (14) states that each M has been migrated successfully,gether with OXC reconfigurations in batches. However, the
when the remaining data to be transferred becomes 0. optimization of the multi-shot parallel VM migrations igP-
St > ZZin P4 B Ym b (15) hard. This is because by res_tricting that VM migrations can
eyt only use the OCS bandwidth in the HOE-DCN, we can reduce
) .. the optimization to a general case of Coflow scheduling with
Eq. (15) ensures that each M can only be migrated in itS 5cg which is known to ba/P-hard [49]. Therefore, it might
selected duration, and the start time of its migration shd&@ . e feasible to design a polynomial time exact algorithm
earlier than the end time. for it. To this end, this section discusses our considematio
> zm=1, ¥m. (16) for designing time-efficient heuristics to solve the proble

Eqg. (12)-(13) ensure that the value:df is correctly selected.

i€l
Eq. (16) ensures that each Mb can select one and only oneA. Proper Procedure for VM Migrations
duration for its migration. We first need to finalize the procedure of the VM migration
i Igorithm. Although the one-shot approack.( migrate all the
. t byt s e . algori
At fe[;ﬂ i;(m’” FYm) - Em fi 2 ey VM (@7 VMs in parallel based on the current status of the HOE-DCN)
o _ s intuitive, it might not always lead to the shortest migyat
Eqg. (17) ensures that each M should be migrated within time, due to the bandwidth competition among VM migrations
its selected duration. Similar to Eq. (11), this constrardlso [25]. We addressed this issue in [25], and designed a multi-
nonlinear and can be linearized with standard techniques. shot approach to schedule parallel VM migrations together
with OXC reconfigurations in batches, such that the bandwidt

B = b+ Z B @ - s = &m - i) competition at source racks can be relieved. We still asdume
me e that in each batch, VM migrations are scheduled before OXC

+ Z Er - (Gm - 5 = Gm - dui), reconfiguration. Nevertheless, the multi-shot approacésdo

- me . .. . . Vvt (18) not consider the bandwidth competition at destination sack
OO =00 + Y Bp (B sy — B i) Fig. 3 provides an example to explain the effect of the
me , 3 bandwidth competition at destination racks. We have three

+ Z B - G- St = Gm - ds), MUs to migrate MUs 1-3), their memory sizes are 1, 1 and 3
meM GB, respectively, the bandwidth usages of the normal servic

Eqg. (18) ensures that when Mtd has been migrated in the traffic of their VMs are 2, 1 and 2 Ghps, respectively, and the
th TS, the available EPS bandwidth capacity from/to a rdlatavailable input/output bandwidths doR Switche4-3 are 5, 2



and 4 Gbps, respectively. In this case, the multi-shot aggro each node denotes a rack, and two nodes are connected with
which tries to migrate the VMs in multiple batches, while ira directed link if there is an MU to be migrated between the
each batch, a few VMs are migrated in parallel [25], will firstorresponding racks. We use a solid directed link to repitese
migrateMU 2, and then handI®lUs 1 and 3, as shown in Fig. an MU if the bottleneck of its migration is at the destination
3(a). The overall migration time |$% + %) -8 = 10 seconds, rack, and use a dash directed link otherwise. Fig. 4 shows an
and the bandwidth competition oMoR Switch1l actually example on the AG for obtaining GMUs, where the smallest
prolongs the migration time oMU 3. On the other hand, GMU is GMU 3 and it only containd1U 8, while the largest

if we use the one-shot approach, the MUs can be migratede isGMU 1 that includesMUs 1-3. Note thatMUs 6, 7

as illustrated in Fig. 3(b), and the overall migration tinse iand 9 are not included in any GMU, because the bottlenecks
(%) -8 = 8 seconds. Hence, for this particular example, thef their migrations are at the source racks.

multi-shot approach even performs worse than the one-shoWith GMUs, we can schedule VM migrations in a way that
approach. This is because the multi-shot approach in [28$ ddhe bandwidth competition can be alleviatéd,, maximizing

not properly address the dependencies among MUs due to tthe available bandwidth for subsequent VM migrations.
bandwidth competition at source and destination racks. 1) Allocate-with-weight (AWW)To allocate bandwidth to
MUs in a GMU, we propose the allocate-with-weight (AWW)
scheme. Specifically, the AWW scheme allocates bandwidth to

l [UI I]j - Uﬂ] M I]:U each MUm in a GMU G according to the MU’s weightv,,,,
= o= p— P e =) which is calculated based on the available bandwidth capaci
1 — 2 3 1 — 2 3

woil B ol N of its destination rack and its remaining data to be transéar
mu 2 [l MU 3 MU 3 .
a ulti-shot approacl — TTIL
(a) Multi-shot approach wm_W’ (21)
——.  Migration Traffic m’'eG
|18 HJD m HHHI Used Bandwidth wherer! denotes the remaining data to be transferred of MU
T — T Y m at timet. Then, all the MUs of a GMU can finish their

mu 1 [ [ [

wu2 [l MU 3 Available Bandwidth migrations concurrently, instead of some MUs using too much

bandwidth at the ToR switch of the destination rack and thus

slowing down the migrations of others.

Fig. 3. Example on effect of the bandwidth competition atidesion racks. 2) Cost-effectiveness-first (CEF)Meanwhile, the band-
width competition at source racks should also be addressed,
and thus we design the cost-effectiveness-first (CEF) sehem

B. Resolving Dependencies among MUs to select the most cost-effective MUs to migrate at firsthsuc

As the one-shot approach can hardly resolve the dependtlfit the bandwidth competition at source racks can be rliev
cies among MUs, we still need to design algorithms based dRe cost-effectiveness of M is defined as

the multi-shot approach, but take the bandwidth competio b,

source and destination racks into account this time. Tazeal gm = Ti

the multi-shot approach with bandwidth competition avaoick

(Multi-Shot-BCA), we define the concept of group MU.

(b) One-shot approach

(22)
where b!, denotes the total bandwidth usage of the service
traffic of MU m at time¢. The rationale behind Eg. (22) is
Definition 2. A group MU (GMU) refers to those MUs whosethat if we first migrate the MU that uses the most bandwidth
destination racks are the same and the bottleneck of théar its service traffic and has the least remaining data to
migrations is at the ToR switch of the destination rack. be transferred, we can maximize the available bandwidth for
subsequent MU migrations from the same source rack.

VI. HEURISTICALGORITHM DESIGN

In this section, we design heuristic algorithms for schizdul
VNT reconfigurations in an HOE-DCN based on GMUs
and the AWW and CEF schemes. Specifically, the heuristic
algorithms are designed in two scenarios: 1) all the VM
migrations are scheduled before the OXC reconfiguratiod, an
2) the OXC reconfiguration is divided into a few progressive
steps and VM migrations are scheduled together with thesstep

@ -~ ~—=" MU Migration Hence, the first scenario is the Multi-Shot-BCA using setgara
scheduling (Multi-Shot-BCA-S), while the second one is the
Fig. 4. Example on obtaining GMUs with an AG. Multi-Shot-BCA using joint scheduling (Multi-Shot-BCAy.J

Both scenarios use the similar procedure, which includes
The GMUSs can be obtained by generating an auxiliary grage phases of preprocessing, bandwidth allocation and MU
(AG) according to the status of the HOE-DCN. In the AGmigration, and OXC reconfiguration and VL remapping.



A. Preprocessing

Algorithm 1 explains the procedure of preprocessing. Fir&e2
of all, Lines1 and 2 obtain the MUs and GMUs according t
the original and new VNE schemes of VNTise(, F and F’,

(Lines 16-17). Next, Lines 20-34 try to find new MUs in
to migrate with CEF. Similarly, if an MU can start its

Inigration, we finalize the bandwidth allocated to it, indbet

MU in G5, and remove it fromG, (Lines 29-32). Finally,

respectively). Here, all the obtained GMUs are stored in S4f UseLines 35-41 to proceed the VM migrations faks

G1, while the remaining MUs irM are put in setG». This

according to the obtained bandwidth allocations and upttiate

distinguishes whether the bottlenecks of the MU migratiofi€WOrK status accordingly. The time complexityAigorithm

are at destination or source racks. Then, we calculate t%és O(
estimated migration time of each GMU i&,; and the cost-
effectiveness of each MU if¥-, and sort the elements &,

and G, according to them, respectivelyifies 3-10). Next,

GLUGH] + (Gl - |G| + [Gaf + [M]).

C. Overall Procedure
Algorithm 3 shows the overall procedure of the proposed

in Lines 11-13, we get the set of rack® that are both scheduling algorithmi.e., Multi-Shot-BCA. Here,Lines 5-9
source racks of the MUs iz, and destination racks of the gre introduced to support Multi-Shot-BCA-J, which schedul
GMUs in G, and set the time-dependence of the related MUa migrations together with OXC reconfiguration steps.
accordingly. Specifically, it € R is the source rack of an MU gpecifically, to limit the operation complexity, we predefin

m € Gy and it is also the destination rack of a GMUWe G4,

the largest number of OXC reconfiguration stepsNgsand

we setG to be depended om, which means that the migrationjeverage Algorithm 4 to check whether and how an OXC

of m should be scheduled before that@f By doing so, we reconfiguration should be invoked based on the currentsstatu
can maximize the available bandwidth for VM migrations. Thgf the HOE-DCN (ines 6-8). If the OXC reconfiguration

time complexity ofAlgorithm 1 is O(|G1| + |Gz|).

Algorithm 1: Preprocessing

AW N P

o

get MUs based odF and F’ to store in sefV;
get GMUs withM to put in setG, and haveG, = M\ Gq;
for each GMUG € G, do
hypothetically migrate all the MUs 67 in parallel in
the HOE-DCN to get the estimated migration timge
end

6 sort GMUs inG; in descending order of estimated

10
11

12
13

migration time;
for each MUm € G2 do

| calculate the cost-effectivenessaf with Eq. (22);
end
sort MUs inG in descending order of cost-effectiveness;
store source racks of the MUs @&: in setSG», and store
destination racks of the GMUs i@, in setDGy;
R = SG2 N DGy;
set time-dependence of MU migrations basedRon
GL=GH=0;

B. Bandwidth Allocation and MU Migration

The procedure of allocating bandwidth and migrating MUgack, and store the OXC'’s ports to the GMU’s destination rack
in TS’ is shown inAlgorithm 2. Here, we record the GMUs and the MU’s source rack in sé (Lines3-12).

and MUs that are currently being migrated in sé$s and

defined inF’ has not been accomplished aft®rsteps,Line

13 finishes the remaining reconfiguration. The effecf\obn

the performance of VNT reconfigurations will be investighte
with simulations in Section VII. It can be seen that if we
set N = 0, Algorithm 3 becomes Multi-Shot-BCA-S, which
schedules all the VM migrations before OXC reconfiguration.

D. OXC Reconfiguration

As we have discussed in Section IlI-B, OXC reconfiguration
changes the inter-rack topology of an HOE-DCN. Hence,
if we schedule OXC reconfiguration steps with VM migra-
tions, the bandwidth competition on bottleneck racks might
be further relievedAlgorithm 4 shows how to schedule an
OXC reconfiguration for this purposéines 1-2 are for the
initialization, whereflag is introduced to indicate whether an
OXC reconfiguration is invoked in the subsequent procedure,
and sefP stores all the OXC ports that should be reconfigured
to accomplish the VNT reconfigurations in the HOE-DCN.
Then, we check all the GMUs and MUs@ UG} andG2UG)

(i.e, those that have not completed their migrations yet),
respectively, to find those whose migrations will be proledg
the most due to the bottlenecks at their destination or gourc

Next, for each porp; in O NP, we make sure that no MU

5, respectively, which have been initialized as empty sets i currently being migrated through it, get the OXC’s ports

the preprocessing iAlgorithm 1. Lines 1-8 first maintain the that MUs can use to be migrated from/to it, and store the
bandwidth allocations to the GMUs and MUs that are beingbtained ports in seéb;. Then, for each pont; in 01 NP, the
migrated. For instance, if a previous OXC reconfiguratios hgor-loop that coverd.ines 17-25 checks it against pogt to
made the available OCS bandwidth for migrating an MU teee whether reconfiguring the two port pairs related to them
be 0, we will allocate the minimum required bandwidth izan bring bandwidth gain to the subsequent VM migrations.
the EPS part to ensure a continuous migratibmes 3-5). Specifically, the bandwidth gain brought to the rack coningct
Then, the for-loop covering.ines 9-19 selects new GMUSs to portp; by reconfiguring the four pont;, p;, p; andp; is

from G; to migrate. Specifically, for a GMU5, we first

allocate bandwidth to the MUs in it with AWWL({nes 10- Z

14), and then determine whether the MUs can be migrated {m:picps}

(Line 15). If yes, we finalize the bandwidth allocations tavhere the first term on the right side is the remaining data
the MUs, insert the GMU inG/, and remove it fromG; that could be migrated between andp; through the OXC

b7 = 'r‘:n + Abl - AbQ,

(23)



Algorithm 2: Allocate Bandwidth to MU Migrations

Algorithm 3: Overall Procedure of Multi-Shot-BCA

1 for each MUm € G} UG5 do

8

9
10
11
12
13

14
15

16

17
18
19
20
21
22
23
24

25
26
27

28
29
30

31
32
33
34
35
36

37
38
39
40
41

end

get source and destination racksrafasvs andwus;
if b(,, .., =0 then
allocate the minimum bandwidtp,,, in the EPS
part and update network status;
end

allocate bandwidth to each GMU' € G} with AWW and

upd

ate network status;

allocate bandwidth to each M € G5 with CEF and

upd

ate network status;

for each GMUG € G, do

end
upd
for

end
for

end

get destination rack off aswus;

for each MUm € G do

get source rack ofn asws;

get weightw,,, with Eqg. (21) and allocatev,,, ratio
of available EPS/OCS bandwidth in;

end

f (the memory in rack:s is enough) AND (all the MUs
hat GMU G depends on have been migratedgn
finalize the bandwidth allocation to GM and
update network status;

insertG in G} and remove it fronG;

—_ —

end

ate{g } and sort MUs inG2 accordingly;

each MUm € G2 do

get source and destination racksrafasv, andws;
if itl,, — cm > 0 then

if b(,,, .y > 0 then

| b = min (52,00, ) );

else

‘ b, = min (%,
end

if b, > D,, then

‘ finalize bandwidth allocation to MUn asbf,

in,t zoutt ).
b, B2 );

in EPS/OCS parts and update network status;
insertm in G5 and remove it fronG,;
end

end

each MUm € M do
migratem according to the finalized bandwidth
allocation forAt, and update the remaining datg ;
if 7L, =0 then

removem from M, G} and G%;

update network status and remap related VLs;
end

1 invoke preprocessing witAlgorithm 1;
2t=0,n=0;
3 while M # () do

4 apply Algorithm 2 to allocate bandwidth and proceed
the VM migrations forAt;

5 if n < N then

6 if Algorithm 4 reconfigures the OX@hen

7 | n=n+1;

8 end

9 end

10 t=t+1;

11 end

12T =t-At

13 reconfigure the OXC and related VLs according&6 and
update the status of HOE-DCN;

VII.

In this section, we perform numerical simulations to evalu-
ate the performance of our proposed algorithms.

PERFORMANCEEVALUATIONS

A. Simulation Setup

Our simulations assume that the EPS part of the HOE-
DCN uses ak-ray fat-tree topology [46], where there are
% racks and they belong to a large PoD. Each ToR switch
hasg Ethernet ports to connect to the EPS part of the
inter-rack network, and it also equips an optical port to the
OXC. In the simulations, we consider t{6, 28,46}-ray fat-
tree topologies as the small-, medium- and large-scalescase
i.e, there are{18, 392, 1,058} racks/ToR switches in the
HOE-DCN, respectively. Here, the largest case assumes that
the OXC can interconnedt, 058 ToR switches, considering
the upper-limit on the port-count of a real-world OXC [50]
and the modular design of a practical network control and
management (NC&M) system [43].

We set the bandwidth capacity of each Ethernet port on a
ToR switch asl0 Gbps, while that of an optical port iE)0
Gbps. Meanwhile, the memory capacity of each rack is set
as512 - k£ GB for all the cases. We use the Poisson traffic
model to generate dynamic VNTs with random topologies
[21, 51],i.e, each VNT is set up and torn down on-the-fly
in the simulations. In each VNT, the number of VMs and the
bandwidth demand of each VL are randomly selected, and
each pair of VMs are connected with a probability @f.
Hence, the average number of VLs in a VNTﬂ%T—l), where
n is the average number of VMs in the VNT. The memory size
of each VM is uniformly distributed within the range defined
by Amazon EC2 VM instances [52], and other parameters of

after reconfiguring the portg\b; refers to the total bandwidth the VMs are either derived from realistic cases or based on
of the VLs that should be remapped onto the new opticile observations in our previous experiments [6, 16]. Tédble
connection betweep; andp;, andAb, is the total bandwidth summarizes the key parameters used in the simulations.

of the VLs that are currently mapped on the optical connactio As our proposed algorithms optimize the procedure of VNT
betweenp; andp;. In Lines 26-30, we obtain the maximum reconfigurations from the original VNEF to the new one
bandwidth gairb,,.., and check whether it is positive. If yes,F’, they do not restrict for what purpos€’ was calculated.

an OXC reconfiguration should be invokddr{e 28). Finally,

Without loss of generality, the simulations choose the Joad

the algorithm returns the value giag in Line 33. The time balancing scenario considered in [21] to calculate the new
complexity ofAlgorithm4 is O(|M|+|Vs|+|ONP|- |01 NP)).

VNE schemes, and use them as the inputs to our scheduling



TABLE Il

Algorithm 4: Obtain OXC Reconfiguration Scheme SIMULATION PARAMETERS
1 0=0, flag=0; - -
) J8Y = . | |
2 get reconfiguration port sét by checkingF and F’; < ”SIm'\tjI a(t;on Scai
3 for each GMUsG, € G, UG} do ma edum | “arge
4 hypothetically migrate all the MUs id7; in parallel in # of racks 18 392 1,058
the HOE-DCN to get the estimated migration timg # of servers 54 5,488 | 24,334
5 end -
6 G* = argmax (r;); Memory capagty of a rack (GB)| 3,072 14,336 | 23,552
G,€G1UG, VMs in a VNT [2,16] [2,64] (2,100]
7 get the destination rack of GM&™ asuy; Bandwidth usage of a VL (Mbps} (0, 60] (0, 80] (0, 100]
g for each rackvs € V5 that has MUs inG, U G5 do Memory size of a VM (GB) [1,2] 2,25] 2,50]
9 hypothetically migrate all the MUs on; in parallel in
the HOE-DCN to get the estimated migration time;
10 end
11 v} = argmax (7, ); results from10 independent runs to obtain each data point.
vs €V

12 get the OXC'’s ports that connect td andv}, and store

them in setO; 15
13 for each portp; € O NP do g
14 if no MU migrating from/to porip; currently then g
15 0. =0, 310
16 get the OXC's ports that MUs can use to be %
migrated from/to porp;, and store them in séd;; =
17 for each portp; € 01 NP do 2 5 :
18 get the OXC’s ports currently connecting with 5 =m|“L'“F;S“°‘
pi; andp; to denote ag; andp;, respectively; £ ] Multi-Shot-BCA-S
19 hypothetically reconfigure the OXC to connect g I Multi-Shot-BCA-J
pi With p; andp; with p;; 0 3 44 55 6.6
20 get the bandwidth gaih; of the rack that VM Selection Ratio ~ (%)
connects tg; with Eq. (23); : ;
21 update the available bandwidth of the racks (8) Overall VNT reconfiguration latency
that connect t@;, p;, p; andpj; % 10000
22 if the HOE-DCN can support currently-active g
VM migrations after reconfiguring the four = 8000
ports on the OXQhen z
23 recordb; together with the OXC S 6000
reconfiguration scheme; £
24 end 8 4000
25 end <
26 bmas = argmax (b;); g 2000
p; €01NP =
27 if bimaz > 0 then a
28 reconfigure the OXC according to the scheme 33 44 55 66
‘ associated Withh,nqz, and removep; from P; VM Selection Ratio y (%)
29 flag =1, (b) Average bandwidth allocation per VM migration
22 endend Fig. 5. Simulation results of the small-scale case (18 ratkstal).
32 end

w

3 return (flag);

B. Small-Scale HOE-DCN

Due to the time complexity of the MILP, we first consider
algorithms. Specifically, in each simulation, we first use thsmall-scale case that uses the 6-ray fat-tree as the EPS part
VNE algorithm in [51] to provision newly-generated VNTsHere, we haveAt = 1 second andD,,, = 200 Mbps, and set
(F) and release the resources occupied by the expired ortbs, largest number of OXC reconfiguration stepsh\as- 5.
and then leverage the algorithms developed in [19, 21] &csel 1) Overall Reconfiguration LatencyFig. 5(a) shows the
VMs to migrate and calculate the new VNE and OXC schemessults on overall VNT reconfiguration latency. We observe
for the related VNTs J’). Note that, the algorithms in [19, that the algorithms developed in this work always achieve
21] use a parameter, which defines the ratio for selecting theshorter reconfiguration latencies than Multi-Shot, whicim
VMs to migrate for load-balancing. Next, when bathand firms that the bandwidth competition avoidance (BCA) scheme
F’ have been determined, we apply the algorithms designedpiroposed in this work can relieve the bandwidth competition
this work to optimize the procedure of VNT reconfigurationamong VM migrations more effectively. It is also interestin
for the shortest overall reconfiguration latency. The satiaohs to observe that Multi-Shot-BCA-J can even achieve shorter
compare four scheduling algorithmisg., the Multi-Shot de- reconfiguration latency than the MILP. This is because Multi
veloped in [25], the MILP, Multi-Shot-BCA-S and Multi-Shot Shot-BCA-J removes the restriction that all the VM migrato
BCA-J. To ensure sufficient statistical accuracy, we avethg should be scheduled before the OXC reconfiguration. In other
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TABLE IV
7 700 ‘ ‘ ‘ ‘ AVERAGE RUNNING TIME (SECONDS)
c
S 600
%500 6-ray Fat-tree
g 200 ~ 3.3% | 44% | 55% | 6.6%
g 300 Multi-Shot 0.72 0.79 0.94 1.44
'§ 200 | MILP 65.69 | 80.14 | 132.97 | 3001.03
-EE_” -Mullﬁ-ShOI Multi-Shot-BCA-S | 0.03 0.03 0.02 0.02
g 100 — AT MUIi-Shot-BCA-J | 0.10 | 0.14 | 0.09 0.10

15 2.2 3.0 3.7
VM Selection Ratio ~ (%)

i
N
o
o

(a) Overall VNT reconfiguration latency

[
o
o
o

15000
800

600

10000
400

Reconfiguration Latency (seconds)

200 I Multi-Shot-BCA-S
5000 [ IMulti-Shot-BCA-J
: 0 JMult-Shor BEA-)

I viutti-Shot 12 23 35 47

I Multi-Shot-BCA-S

[ IMulti-Shot-BCA-J VM Selection Ratio v (%)

Bandwidth Allocation per VM (Mbps)

o

15 22 20 27 (a) Overall VNT reconfiguration latency

VM Selection Ratio ~ (%) %10%

w

(b) Average bandwidth allocation per VM migration

N
w

Fig. 6. Simulation results of the medium-scale case (39Rsrat total).

N

[

words, the results in Fig. 5(a) verify the benefit of schauyli
VM migrations together with OXC reconfiguration steps.

2) Bandwidth Allocation to VM MigrationsThe results

. . . . 1.2 2.3 35 4.7
on average bandwidth allocation to each VM migration are UM Selection Ratio (%)
plotted in Fig. 5(b). It is interesting to notice that the mge
bandwidth allocation from Multi-Shot is not the smallest
among all the algorithms. This actually explains why MultiFig. 7. Simulation results of the large-scale case (1,05Bsrén total).
Shot provides the longest overall VNT reconfiguration laten
cy. Specifically, Multi-Shot allocates too much bandwidth t
certain VM migrations and does not address the bandwidth Medium-Scale and Large-Scale HOE-DCNs

competition among VM migrations properly. Hence, although eyt we consider HOE-DCNs whose scales are relatively
one VM might be migrated quickly, the overall migration timga e i e, with 28- and 46-ray fat-tree topologies. This time,
gets prolonged because certain VMs cannot start their MigGe still have At — 1 second, and the values @f,, and N
tions before others have been migratee.(the scheduling 416 not changed. Due to the time complexity of the MILP,
of VM migrations is sub-optimal). The average bandwidtfye oniy simulate Multi-Shot, Multi-Shot-BCA-S, and Multi-
allocations increase from the MILP to Multi-Shot-BCA-S ang6i-gCA-J. Figs. 6 and 7 show the results on overall VNT
Multi-Shot-BCA-J, which is because Multi-Shot-BCA-J caneconfiguration latency and average bandwidth allocation t
reconfigure the OXC during VNT reconfiguration to squeezg,ch vM migration, respectively, which follow the similar
more bandwidth for VM migrations. trends of those in Fig. 5. Note that, Multi-Shot-BCA-J notyon
3) Time ComplexityThe running time of the algorithms is provides the shortest overall VNT reconfiguration lateney a
listed in Table IV. As expected, the MILP runs the slowest armdong the three algorithms, but also achieves larger adgasta
its running time increases fast with the scale of the probleaver the other two algorithms when the scale of the HOE-DCN
(i.e, the VM selection ratiey). Meanwhile, it is promising to increases. This further verifies its scalability.
see that both Multi-Shot-BCA-S and Multi-Shot-BCA-J run We then investigate how the value of TS duratidhaffects
faster than Multi-Shot. This is because Multi-Shot needs the performances of Multi-Shot-BCA-S and Multi-Shot-BCA-
solve a lightweight linear programming (LP) to finalize thd. Specifically, we consider the HOE-DCN with the 28-ray
scheduling scheme. To this end, we can conclude that cofat-tree topology, choosé¢ from {1,2,4,8} seconds, and
pared with Multi-Shot, Multi-Shot-BCA-S and Multi-Shot-run the simulations. Fig. 8 shows the results on overall VNT
BCA-J not only achieve shorter overall VNT reconfigurationeconfiguration latency. We observe that for both algorghm
time, but also use shorter running time. reducing At can shorten the overall reconfiguration latency.

I Multi-Shot
Il Multi-Shot-BCA-S
[ IMulti-Shot-BCA-J

o
o

Bandwidth Allocation per VM (Mbps)
=
(6]

o

(b) Average bandwidth allocation per VM migration



This is because a shortAr ensures that bandwidth allocations
to VM migrations can be updated more timely. Meanwhile,
it can be seen that for both algorithms, their performances
with At = 2 seconds are similar to that witht = 1
second. Note that, although reducialy leads to shorter
reconfiguration latency, it also increases the complexity o
VNT reconfiguration scheduling. Hence, we should adjust the
value of At empirically to balance the tradeoff between overall
reconfiguration latency and operational complexity.

o
o)
o

540

520

500

Reconfiguration Latency (seconds)

Xse

N
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(b) HOE-DCN with 46-ray fat-tree

Effect of N on overall reconfiguration latency (Multi-Shot-BCA-J).

MILP model based on MU to solve the scheduling problem

exactly. Then, with the same assumption, we proposed a
time-efficient heuristic to schedule parallel VM migration
in batches such that the bandwidth competition can be sig-
nificantly relieved. Finally, we removed the restrictiorath
the OXC reconfiguration should be accomplished in one step,

divided it into a few progressive steps, and designed a joint

Fig. 8. Effect of At on overall reconfiguration latency (28-ray fat-tree).

scheduling algorithm to arrange VM migrations togethehwit

) the OXC reconfiguration steps. Extensive simulations were
Finally, we analyze the effect of the largest number Qionducted to evaluate our scheduling algorithms, and the
OXC reconfiguration steps\) on the performance of Multi- resyits suggested that our proposed algorithms with battiwi
Shot-BCA-J. Here, we still havext = 1 second, and changecompetition avoidance performed significantly better tttz
N € [1,5]. Fig. 9 illustrates the results on overall reconflguéxisting benchmark, and the joint scheduling algorithm can
ration latency, which indicates that the overall reconi&@gion  5chjeve the shortest VNT reconfiguration latency.

latency decreases witN. This is because a largéf provides
us more flexibility to reconfigure the OCS part of an HOE-
DCN to expedite VM migrations. Meanwhile, we also notice
that with the increase alV, the performance gain on overall
reconfiguration latency shrinks. Note that, the valueAbénd
N affect the tradeoff between operational complexity and
gorithm performance significantly, but they are set emallyc
in the simulations. Therefore, for the real deployment of ou
proposed algorithm, our future work will optimize these twolll
parameters according to the status of a practical HOE-DCN.

(2]

VIII. CONCLUSION

In this work, we studied how to optimize the procedurd3!
of VNT reconfigurations in an HOE-DCN by scheduling VM
migrations and OXC reconfiguration steps properly. We first4]
assumed that all the VM migrations should be scheduled
before the OXC reconfiguration to avoid unnecessary servigs
interruptions during VNT reconfigurations, and formulated
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