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Abstract—The development of network function virtualization  inspection, load balancingfc, dynamically and adaptively on
(NFV) enables service providers to provision various netMk g same set of commaodity switches and servers in a DCI. Then,
services with virtual network function service chains (VNF by steering application traffic through the VNFs in specific

SCs). However, most of the existing studies on the service d the SP . . work . in th
provisioning of vNF-SCs only addressed the flow-oriented as, oraers, the can provision various network services in the

while the provisioning schemes of the data-oriented vNF-S§ form of VNF service chains (VNF-SCs) [5-7].
each of which needs to process and transfer bulk data through ~ Meanwhile, to ensure the quality-of-service (QoS) of VNF-

a series of VNFs before a preset deadline, has not been fullySCs, people need to rely on optical networking technologies
explored yet. Therefore, this paper studies how to jointly ptimize to build DCIs, and the latest study in [3] even suggested to

the establishing and task scheduling of data-oriented vVNISCs . - . . : o -
in an optical datacenter interconnection (DCI), such that he architect regional DCls directly with optical circuit sefting.

probability of scheduling the data-oriented VNF-SCs to sasfy ~Note that, with the new optical networking technologieshsuc
their deadlines can be maximized. To make the best use of theas flexible-grid elastic optical networking (EON) [8-11] a

resources in the optical DCI for meeting each vNF-SC's deatlle, optical DCI can become more spectrum-efficient, adaptize an
we leverage dynamic programming (DP) to propose two time- 4njication-aware. Therefore, it is relevant to study tise

efficient algorithms with the deadline-prioritized and conflict- S f VNE-SCs i ical DCIs. Previ | ;
aware approaches, respectively. Extensive simulations @uate provisioning of vNF-SCs in optica S. Freviously, a few

the performance of our proposed algorithms in different netvork ~ Studies have considered this problem and proposed various
scenarios, and confirm their effectiveness. Specificallypmpared algorithms [6, 12—14]. However, they only addressed the-flow
with a greedy-based benchmark, our DP-based algorithms can griented vNF-SCs, which means that for each vNF-SC, the SP
reduce the blocking probability of data-oriented VNF-SCs ly up  ag(s to first place the required VNFs in the DCs of an optical
to two magnitudes and maintain similar service completion ime. ) . .
DCI, and then set up lightpaths to route continuous traffic
through the vNFs in sequence. Hence, to provision the flow-
oriented VNF-SCs, the existing studies generally optichize
VNF placement together with routing and spectrum assighmen
(RSA) towards different objective®.g, resource utilization,
request blocking probability, and energy consumption).
Note that, other than the flow-oriented ones, there are also
noticeable amounts of data-oriented vNF-SCs in an optical
Recently, the increase of network users and the emergebBel, which process and transfer bulk data from time to time
of various applications have put great pressure on netwerk and usually need to satisfy the QoS demand on latency [15].
chitectures and made network operations much more dynarfilte data-oriented VNF-SCs are essential to support certain
[1]. Therefore, network devices might need to be upgradetherging applications such as grid computing in e-Science
consistently, especially for those in datacenter intenesn [16], large-scale and distributed machine learning [¥1t,
tions (DCIs) [2]. This is because datacenters (DCs) nogmaknd their service provisioning is different from that of flov-
provide the IT resourcese(g, computing, memory and s- oriented ones. Specifically, as setup latency is normaitical
torage resources) needed by emerging network services [8]. data-oriented vVNF-SCs, we can only leverage the exjstin
Hence, the traditional way of deploying dedicated middietso VNFs and lightpaths to provision there., on-demand vNF
to support network functions will not be suitable anymorénstantiation and lightpath setup are not suitable. Moegoas
Network function virtualization (NFV) addresses this issuend-to-end latency is also important, we should pay atianti
by replacing the middleboxes with virtual network funcsonto the task processing in existing vNFs. Therefore, to (siowi
(VNFs) [4]. Specifically, vNFs are instantiated on generad data-oriented vNF-SC, we need to establish it with exgstin
purpose network deviceg.g, switches and servers), and bywNFs and lightpaths to process and transfer a specific volume
doing so, service providers (SPs) can decouple the softwafedata in sequence, and schedule the task processing in each
and hardware of network services to make sure that they cansetected vNF, to ensure that the end-to-end latency of data
launched/upgraded much more timely and cost-effectiay. processing and transferring can meet a preset deadline.
instance, an SP can deploy the vNFs for firewall, deep packetHere, we refer to the time period that a data-oriented
) \ - ) VNF-SC is using a vNF/lightpath as its service time window
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I. INTRODUCTION



Instantiated VNF describe the problem and its network model in detail. The
DP-based algorithms are proposed in Section 1V, and we use

— ' Lightpath numerical simulations to evaluate their performance irtiSec
VNF1 V. Finally, Section VI summarizes the paper.
O——O
- Il. RELATED WORK

(8) Selecting existing VNFs and lightpaths In recent years, NFV has attracted intensive attentiorms fro

LP 12 VNF1 LP2-3 - both academia and industry, for the facts that it can effelti

iy ey LB ocwpeas  IMProve the cost-effectiveness of network services andaed

R o> tog ———— tig> top ——— = their time-to-market significantly. The specifications i [

sequentt servcs Ae ComLeﬁon oeiateTs - explain the service frameworks of NFV and the typical use-
time windows cases, while the standardization efforts in [18] specifg th
(b) Scheduling of data transferring and processing service provisioning and operation of vNF-SCs.

For flow-oriented VNF-SCs, many studies have already
tackled the problem of their service provisioning in vasou
networks [5-7, 12-14, 19-26]. For instance, the study i [19

. L . tried to optimize the energy consumption of vYNF-SCs in an IP-
the service provisioning of data-oriented vNF-SCs. We mu,over-wavelength division multiplexing (WDM) network, wi

that there is a S|mplc_e.data—or|ented VNF-SC request, Wh'ﬁgep reinforcement learning (DRL) was leveraged in [22, 27]
need; to send a specific volume of data fidodel tovNF 1 ;- \\F.sCs provisioning. Note that, although the prowvisio
for beln_g processed there and the_n target the date3. AS ing of flow-oriented vNF-SCs looks similar to the well-known
showniin Fig. 1(a), the 6-node optical DCI haeNF 1 running ;i network embedding (VNE) problem [28, 29], there

on the DC orNode2, and two established lightpaths., LPS 5.0 important differences because many-to-one mapping is
1-2 and 2-3. Hence, the data-oriented vNF-SC can Ieverar%:"rmally not allowed in VNE [30]

them for its service provisioning. Specifically, as shown in As we have explained in the previous section, the provi-

Fig. 1(b)_, the service provisioning actually involves meéeg sioning of flow-oriented VNF-SCs is fundamentally differen
sequential STWS,e., [ts1, Le1, [ts2, Lerls [Lszs tes] ONLP 1-2, g0 that of data-oriented ones, and even though the stindies
VNF 1 andLP 2-3, respectively. ~ [23-26] also considered end-to-end latency in their objest
~ We assume that the optical DCI is operated as a discréjey optimized the latency for flows but did not address
time system,i.e, the operations in the time domain argne task scheduling in the vNFs. Compared with the service
performed according to time slots (TS’). Therefore, for thErovisioning in packet-based networlead, in [5, 7, 21, 23—
provisioning scheme in Fig. 1(b), the SCT of the data-oa'dnt26]), the one in optical networkse(, in [6, 12—14, 20])
VNF-SC is the end time of the STW arP 2-3,i.e., tc3, Which  needs to solve the RSA problem [31, 32], when setting up
should satisfy the preset deadline. To this end, we can s&e ifie |ightpaths to connect vNFs. Note that, in an optical DCI,
to provision a data-oriented VNF-SC, we need to schedule figy-oriented network services can also be composed in the
data processing and transferring in a dynamic network enyyms of vNF multicast trees [30] and generic vNF forwarding
ronment, which can be more complicated than that of a ﬂo‘ﬁraphs [33], in addition to VNF-SCs.
oriented VNF-SC. More importantly, as the establishinghef t By assuming that VNFs can be deployed on substrate nodes
data-oriented VNF-SCi.é., selecting the existing vNFs a”d(SNs) dynamically and on-demand, the investigations in-[34
lightpaths to set it up) and its task scheduling on the setect37] addressed the problem of scheduling VNF-SCs. Neverthe-
VNFs and lightpaths are correlated, we need to optimize thegas this problem is different from ours on the provisignin
jointly, which makes the problem-solving more challenging of gata-oriented vNF-SCs in at least three aspects, asv@llo

In this work, we study how to jointly optimize the establish- Firstly, the network models are different. For the scheuyli
ing and task scheduling of data-oriented VNF-SCs in an abtif vNF-SCs considered in [34—37], the authors essentiaéy t
DCI. Each data-oriented VNF-SC request is assumed to hageschedule the instantiations of VNFs to satisfy variouayle
a service deadline, and when the operator finds that its Seglquirements. Specifically, as different types of VNFs can b
will exceed its deadline, the request will be blocked. Hencstantiated on an SN dynamically, they solved the problem
our objective is to minimize the blocking probability of dat of how to deploy the required VNFs spatialliye(, on SNs)
oriented VNF-SC requestise., to make the best utilization of and temporallyi(e., in TS’). On the other hand, our problem
the resources in the optical DCI while meeting each regsiesissumes that the vNFs have already been instantiated in an
deadline. We leverage dynamic programming (DP) to propoggtical DCI, and thus we need to schedule the data processing
two time-efficient algorithms for it, with deadline-pritidzed and transferring of data-oriented VNF-SCs on existing VNFs
and conflict-aware approaches, respectively. Extensiveisi and lightpaths. Therefore, we do not schedule the vNFs but ac
lations evaluate the performance of our proposed algosthmually schedule the data processing tasks in VNFs. This snean
in different network scenarios, and confirm that both of thegaat our problem is not only based on a different network
can outperform the greedy-based benchmark algorithm.  model, but also for an optimization with more constraints.

The rest of the paper is organized as follows. Section Il Secondly, the importance of flow routing is different in the
gives a brief survey on the related work. In Section Ill, wéwo problems. As the network models in [34-37] assumed

Fig. 1. Example on the service provisioning of a data-oedniNF-SC.



that different types of vNFs can be instantiated on an SNuch shorter time than the latency of processing the same
dynamically, the routing of the application traffic of a vMBE data in a vVNF. Hence, we assume that transferring the data of
for going through the required vNFs in sequence becomes lesdata-oriented vVNF-SC on an existing lightpath takes one TS
important or even trivial to the quality of a solution. Henttee  regardless of the volume of the data.
studies in [34, 37] did not even consider the routing problem We use a five-tuple? = {s,d, b, SC, 7} to denote a data-
However, the routing of data transfers is much more importadriented vNF-SC request, wheseand d are the source and
in our problem. This is because it determines where the bulkstination SN is the initial volume of data from the source,
data will be processed for its next required vNF, and if th6C = {f1,---, fn} is the set of required vNFs in sequence,
routing path is not properly selected, all the STWs aftet thand 7 is the deadline on SCT. To provision such a data-
of the current vNF will be delayed. Therefore, in our problenoriented vNF-SC requesdt, we need to select existing vNFs
the routing of data transfers on lightpaths has to be opédhizand lightpaths in the optical DCI to satisfy its demand, and
jointly with the scheduling of data processing in vNFs, vwhicschedule the data processing and transferring on the sélect
makes the optimization more challenging. This is because WNFs and lightpaths, respectively, to ensure that its SCT
routing schemes need to be planned on account of one meatisfies the deadline. Specifically, for eachf; € SC, we
dimension i(e., the time schedule of data processing in vVNFsheed to schedule a STW on it to process the dat&,0and
Lastly, but not least, as latency is critical to the prowisig the scheduled STWs have to be sequential in the order of their
of data-oriented vVNF-SCs, we cannot solve our problem withNFs in SC. Note that, as the data processing capacity of each
a mixed integer linear programming (MILP) model as in [34¥NF is fixed, the length of the STW on it foR increases
37], because they can hardly be solved time-efficiently with b. Meanwhile, there should be one or more lightpaths
obtain timely decisions for online provisioning. For thenea between each pair of adjacent VNFsd, s— f1, fi—fi+1,
reason, we cannot leverage the approaches based on talif,,—d) to transfer the data aR, and the data transfer on
search [34], genetic algorithm [35], and column generati@ach lightpaths introduces a delay of one TS.
[36] either. To the best of our knowledge, this work is the ) o )
first one that tries to jointly optimize the establishing aask B- Service Provisioning of Data-Oriented VNF-SCs
scheduling of data-oriented vNF-SCs in an optical DCI. Note that, as a vVNF might not always be free for incoming
data, there can be a gap between the arrival time and STW of
I1l. PROBLEM DESCRIPTION the data ofR, i.e., the data needs to be buffered for a while
In this section, we first elaborate on the network model usggfore it can be pjrocessed by the vNF. This introduces a-“data
in this work, and then explain the problem of provisionin%o'be'p_rocessed delay. Therefore, the end-to-end lzteha
data-oriented VNE-SCs in detail. ata-oriented le_:-SC requeBtis actually the summation of
the data processing and data-to-be-processed delays oh all
its vNFs and the data transferring delays on all of its ligitis.

A. Network Model Fig. 2 shows three provisioning schemes for a same data-
We model the optical DCI as an undirected grapti/, £), oriented vNF-SC in an optical DCI, each of which is indicated
whereV is the set of substrate nodes (SNs) @@ the set of by a red arrow line there. Here, we assume that the vNF-SC

fiber links to interconnect the SNs. We assume that there éeA—VNF 1—VvNF 2—B, where Sites Aand B are locally
two types of SNs in the optical DCl,e., the DC nodes and attached tdDCs 1 and 3, respectively, arriving atS 1, and
optical switching nodes (OSNSs) [3]. Each DC node consistise latencies for processing the data of the vNF-SC are 1 and
of both a local DC and an OSN, which is equipped wit2 TS’ on vNFs 1 and 2, respectively. As illustrated in Fig.
a bandwidth-variable optical switch (BV-OXC) and sever&(a), there are a few vNFs running in the three DCs and three
sliceable bandwidth-variable transponders (SBV1s), EON established lightpaths on the fiber linkse( LPs 1-3), when
is assumed to be used in the optical layer [8]. On the othidae data-oriented VNF-SC request comes in.
hand, an OSN is only for optical switching and does not have « The first provisioning scheme in Fig. 2(a) selectsuhé&s
a local DC. On the fiber links iz, a number of lightpaths 1 and 2 onDC 1 and sends the processed dateStte
have already been established for inter-DC communications B (on DC 3) with LP 3. Hence, the STW orNF 1 is

In the DCs, F' types of vNFs can be instantiated. We use TS1, and since theNF 2 onDC 1 will not be available
{fv1, -+, fo,n} to represent the existing vNFs that have been until TS 3, there will be a data-to-be-processed delay of

deployed on a DC node € V. For a typef vNF (f € F),
the volume of the data that it can process within a TS is
and it has an output-to-input data volume ratio &, i.e,

after receiving and processing one unit of data, the volumee.

of the data that it generates fi5. A time table is maintained

1 TS. Then, the STW omNF 2 is TS’ 3-4, and the data
transferring orLP 3 takes 1 TS. Finally, the SCT of the
first provisioning scheme in Fig. 2(a) &S 6.

The second provisioning scheme in Fig. 2(b) selects the
VNFs1 and 2 onDCs 1 and 2, respectively, and sends

for each existing vNF on a DC, which classifies future TS’  the processed data withPs 1 and 2. Hence, the STW
on the vNF into occupied and spare ones, and only the spare onvNF 1 is still TS 1, and then the data transferring on
TS’ can be allocated to process the data of a data-intensive LP 1 usesTS2. When the data arrived3C 2 at TS 3, the
VNF-SC. Meanwhile, as a lightpath in an optical DCI usually ~ vNF 2 there is not available, and thus the STW \oxF
has a relatively large capacitg.¢, 100 Gbps or beyond [3]), 2 is TS’ 4-5. Finally, the data transferring dtP 2 takes
transferring a specific volume of data on it normally takes 1 TS which makes the SCT of the schemeT&7.
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Fig. 2. Examples on the establishing and task scheduling dzta-oriented VNF-SC.

« The third provisioning scheme in Fig. 2(c) selects the IV. ALGORITHM DESIGN
VNFs1 and 2 onDC 3 and sends the data BC 3 with | thjs section, we design algorithms to provision data-

LP 3. The data transferring ohP 3 first takes 1TS griented VNF-SCs such that the blocking probability can be
and then the STWs omNFs 1 and 2 are sequentially minimized. Specifically, we first explain how to leverage DP
scheduled a§S2 andTS’ 3-4, respectively. Hence, thetg find the best provisioning scheme for each pending data-
SCT of the provisioning scheme &S 5. oriented VNF-SC, and then design two algorithms, namety, th
Z—fadline-prioritized and conflict-aware algorithms, tealge

e conflicts among the best provisioning schemes of all the
ﬁading data-oriented vNF-SCs, as many as possible.

Therefore, we can see that the third provisioning scheme
Fig. 2(c) provides the earliest SCT by selecting the prop
vNFs to avoid unnecessary data-to-be-processed delay R
using the right lightpaths to minimize the latency of datmt- A Finding the Best Provisioning Scheme with DP
ferring. Meanwhile, the examples in Fig. 2 also illustratj . . T
explains the major differences between our problem and tré%':g:ni gc')\]fe; th:;-g:iézfegps&?:l-gg,—the{fils'[bp;oc\*”ilf ning
of scheduling VNF-SCs [34-37}, the optimization of Oura\‘ﬁhich provides the earliest SCT, can _be ol,Jtéir;ed \,Nitr; DP.
problem has more constraints regarding the existing vNEs : . S ' . . '
lightpaths, and the routing of data transfers on lightpashs ° a;:h(lev;:- thl)s.’t\;]vs ;ilrri;lilzn(::joil;(r:lei)etshtetifrﬁgomgga:/E\l/rll\liJleeS.
important to the SCT of each data-oriented vNF-SC. * plS, Jk, V)

) L SC, which is running on DCuv, can finish the data
For a given network state, the best provisioning scheme of processing forR.
a data-oriented vNF-SC requeBt which represents the way

X X ; e t.(v,u): the completion time of data transferring on
to get the earliest SCT faR, can be obtained by leveraging existing lightpaths from node to nodeu (u,v € V).

the dynamic programming (DP) in consideration of the time _ t,(fx, v): the earliest ime that a VNF, € SC, which is

tgbles of the existing _vNFs. This can be dqne in polyn_omlal running on DCu, can finish the data processing &t
time. However, when it comes to serve multiple data-oriénte ..+ the earliest SCT forz.

VNF-SC requests simultaneously, the provisioning scheshe hen. we can obtain the recursive relations as

the requests might become correlated because they need to '

share the existing VNFs in a time-division multiplexing (WID to(s, f1,0) = [tp(fr, 0)lte(s,0)], {v:frlo, weVy (1)
manner. If we would like to optimize the provisioning schemewhich means that for the data-oriented vNF-8Cthe earliest
of the data-oriented vNF-SC requests jointly, it can be provtime that the vNFf; € SC, which is running on DCv, can
that the optimization can be reduced to the multi-machiriigish the data processing fdt is just the earliest time that
scheduling problem, which is known to BéP-hard [38]. the vNF f; on DC v can accomplish the date processing for

Hence, we do not try to solve the combinational optimiza2, Provided that the data a? arrives at DCv at timet.(s, v).
tion exactly. Instead, for a set of pending data-oriente@rvNHere, we define two operations. Firstlt;|t2) means the
SCs, we provision them as follows. For each data-orientedrliest time oft, after the timet,, and this operation can
VNF-SC, we get its provisioning scheme with DP, while thBe concatenatee,g, (¢1[t2|t3) means the earliest afteri,,
conflicts between the provisioning scheme and those of otiéierets is the earliest aftet;. Secondly,f | v means that a
data-oriented VNF-SCs are resolved with an algorithm. Not&F f is currently running on DG.
that, although certain conflicts can be resolved, some sther tp(s, fiyu) = [tp(fi, w)|te(v,u)|tp(s, fi—1,v)],

cannot, which eventually lead to request blockings. Vi€ [2,n], {u:filu, ueV}, @



ez bes B. Deadline-Prioritized Algorithm (DLP-DP)
T With the aforementioned DP-based approach, we can find
LP 1/ — \ LF3 the best provisioning scheme of each data-oriented vNF-
%, N\ 24 SC under a specific state of the optical DCI. Hence, a
NEa] Lp7 LPs m straightforward idea of serving a set of data-oriented VNF-
N — SCs (.e, the set is denoted aR) is to first sort the VNF-
LPo @, P4 SCs in R in ascending order of their deadlines on SCT
[VNF 2 [ o[ VNF 1] and then provision the vVNF-SCs in sorted order with the
i Y DP-based approachlgorithm 1 shows the procedure of the
Dce DC5 deadline-prioritized approach, namely, DLP-he 1 is the
(a) Optical DCI initialization to prioritize the data-oriented VNF-SCs R
WNF1 WNE2  VNF3 according to their deadlines on SCT. Then, the for-loop that

0 NN o @ DCi coversLines 2-10 tries to leverage the DP-based approach to
provision all the vNF-SCs in the sorted order. Note thathé t
WF1  WNF2  WNF3 best provisioning scheme obtained with DP still cannotséati
the deadline of a data-oriented VNF-SC, the vNF-SC will be
blocked (ines 7-8). The sorting inLine 1 can be finished
with a complexity of O(|R| - log(|R])), where| - | returns
the number of elements in a set. The complexityLofes 2-
10 is O(M - |V]), where M is the total number of VNFs in
(b) Decision graph of a data-oriented VNF-SC all the vNF-SCs inR.. Finally, we can get the complexity of
Algorithm 1 asO(|R| - log(|R|) + M - V).

Fig. 3. Example on finding the best provisioning scheme with D

Algorithm 1: Deadline-Prioritized Algorithm (DLP-DP)
T = min  [te(v, d)[tp(s, fn,v)]. 3) Input: Set of data-oriented VNF-SQR, G(V, E)
{vifnlo, vEV} 1 sort the data-oriented vVNF-SCs Ry in ascending order
of their deadlines on SCT;
With the recursive relations in Egs. (1)-(3), we can find for each vNF-SCR < R in sorted orderdo
the best provisioning scheme f& and its earliest SCTy;, 3 find the best pro\/isioning scheme f& based on the
with DP. Specifically, the operation of the DP can be better | current state of optical DCI with DP;

understood if we build a decision graph fé& based on the , if the obtained SCT satisfies the preset deadiiren

state of the Optical DCI, as eXpIained in the example in F]g % provisionR according to the best scheme;
The optical DCI in Fig. 3(a) consists 6fDC nodes, and there ¢ update the state of optical DCI;

are8 established lightpaths in it. We assume that the VNF-SC | ¢|se

is DC 1—-vNF 1—-VvNF 2—VNF 3—DC 4, arriving atTS1, 4 | mark R as blocked:

and the latencies for processing the data of the vNF-SC afe| end
all 1 TS onvNFs1-3, respectively. Based on the state of thg end

optical DCI in Fig. 3(a), we can obtain the decision graph in
Fig. 3(b) for the vNF-SC, where each column corresponds to i i ) i ,
the feasible locations of a VNF, and the number aside eacton€ iSsué with the DLP-DP inlgorithm1 is that each data-

link denotes the corresponding data transfer latency tetwe'iented VNF-SC is provisioned without any consideration o
its two end nodes. For instance. the second column igNét the others. For instance, although a vVNF-SC whose deadline

1, and as Fig. 3(a) shows thaNF 1 runs onDCs 2 and 5 is earlier should generally be considered earlier, thissdum

we have the two DCs in that column. The number aside t,qgcessarily mean that the vNF-SC should be provisioned with
link from the source DC 1) to DC 5 is. 2. which is because the best provisioning scheme. In other words, it is fine ag lon
the data transferring frodC 1 to DC 5 needs to uses two 25 the deadline of the vNF-SC can be satisfied, and thus we

lightpaths (., LPs6 and 5 in sequence). sho_uld be a_lble to delay its provisioning until the deadlioe t
With the decision graph in Fig. 3(b), we first calculat&¥01d blocking other data-oriented vNF-SCs.
grap 9- ' More specifically, Fig. 4 provides an example on the nega-

fiip([()l(; 1'7|'\i/1§r'? 1\,/vch$c))caer;:%tlt)(()[)tiel,t\ilili\:g t{rchghrmtioimri‘."e case of DLP-DP. Here, we try to provision the two pending
s in the decision graph to ge},(DC 1,vNF 3,DC 5) and data-oriented VNF-SCs in Fig. 4(a) still in the optical D@ i

. : . Fig. 3(a), and their deadlines on SCT &8 11 andTS 12,
t,(DC 1,VNF 3, D.C 6) W.'th Eq. (2). Finally, the earliest SCT respectively. To process the datawdF-SC1, vNFs1, 2 and
Tmin Can be obtained with Eq. (3) as

5use 1, 2 and 2 TS’, respectively, and falF-SC 2, the
data processing omNFs 1, 2 and 3 takes 1, 2 and 4 TS,
(4) respectively. Hence, if we provision the two VNF-SCs with
DLP-DP, the results are shown in Fig. 4(b), which indicates
that the SCTs ofvNF-SCs1 and 2 areTS 9 and TS 13,

Tmin = min{[t.(DC 5,DC 4)|t,(DC 1,VvNF 3,DC 5)],
[t«(DC 6,DC 4)|t,(DC 1,VvNF 3,DC 6)]}.
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m:.] each linke, € E,; denotes the dependency between two vNFs.
Y Specifically, there are two types of dependencies among the

VNFs. Firstly, for them-th vNF-SC inR, there is a directed
link from the node forf,,; (i.e, thei-th vNF in the vNF-
SC) to that forf,, 11, to represent the dependency between
two adjacent vNFs in a vNF-SC. Secondly, for any two vNFs
in different vNF-SCs, if the scheduled STWs in their best
respectively. This means thalNF-SC2 will be blocked. On provisioning schemes have a conflict, we insert a bidireetio
the other hand, if we use the provisioning schemes in Fighk between the nodes for them.

4(c),i.e., VNF-SC1 yields its provisioning on theNFs1 and Fig. 5 gives an example on how to build the DG for data-
20nDC 2 to that ofvNF-SC2, the SCTs will beTS11 and g jenteq yNF-SCs. Here, we still need to provision the two

TS 12, respectively. This means that none of the vNF-SCs Wahta—oriented VNF-SCs in Fig. 5(a) in the optical DCI in Fig.

be bI_ocked. Thergfore, DLP-DP can still be i_mproved if W%(a), and their deadlines on SCT are sTiB 11 andTS 12,
consider the conflicts among pending data-oriented VNF"SQ&pectively. Then, with DP, we can get the best provisignin

schemes of the two VNF-SCs as in Fig. 5(b), which indicates
C. Conflict-Aware Algorithm (CA-DP) that the STW for thevNF 1 in vYNF-SC1 conflicts with that

The conflict-aware approach, namely, CA-DP, is designé@r the VNF 1 in vNF-SC2. Next, the DG can be built as
based on the fact that certain data-oriented vVNF-SCs do §80Wn in Fig. 5(c), based on the best provisioning schemes
need to be provisioned with the best schemes and can toleft&ig. 5(b), and the bidirectional link between the nodes fo
certain data-to-be-processed delay, and it works as felléer f1,1 and f2 1 denotes the conflict on theNF 1 onDC 2.
each data-oriented VNF-SC, we first get its best provisipnin With the DG, we resolve the conflicts by rearranging the
scheme with DP, assuming that all the other vNF-SCs are nmbvisioning schemes such that all the bidirectional licks
provisioned. Then, we check all the best provisioning sasembe removedAlgorithm 2 shows the detailed procedure of CA-
to find the conflicts among them, and resolve the conflicts BP. Lines1-5 are for the initialization, where we ugé& and
rearranging the provisioning schemes. FP to store the pending vNFs in the-th vYNF-SCR,,, and all

With all the best provisioning schemes, we build a depethe pending vNFs, respectivelifie 5). Then, the while-loop
dency graph (DG)G4(Vy, Eq), Where each node; € V; that coverdines6-32 tries to finalize the scheduling of each
represents a VNF in the pending data-oriented vNF-SCs, arldF in F?, until F? becomes empty. As we need to resolve

(c) Better provisioning schemes

Fig. 4. Example on the negative case of DLP-DP algorithm.



the conflicts among the best provisioning schemes of the dat@ resolved l(ines 15-18). Meanwhile, we also calculate the
oriented VNF-SCs iR, we still first sort them in ascendingpenalty of the rescheduling ibine 17 as

order of their deadlines on SCT Inne 7, similar to DLP-DP.

Algorithm 2: Conflict-aware Algorithm (CA-DP)

Input: Set of data-oriented vNF-S@R, G(V, E)
1 for each VNF-SCR,,, € R do
2 find the best provisioning scheme f&,, based on
the current state of optical DCI with DP;
end
build a DG G4(Vy, E4) based on the best schemes;
5 Fr% = {fm,ivvfm,i S Scm}u P = U Frﬁi f =g
Rm€eR

B~ W

6 while F? = () do
7 sort the data-oriented VNF-SCs Ri in ascending
order of their deadlines on SCT;
for eachR,, with F2, = () in sorted orderdo
select the first pending VNI, ; in FZ;
10 if fm,; does not conflict with others ity then
1 | = fm,i;
12 else
13 F' =0
14 put f,,; and all the vNFs inl;, which have
conflicts with f,,, ; in setF”;
15 for each vNFf' € F’ do
16 reschedulef’ to a later STW to resolve
all the conflicts with other vNFs i#”;
17 get penalty of rearranging’ with Eq. (5);
18 end
19 selectf* = f,, ; whose penalty is the largest;
20 if vNF f,, ; is the first one inf? then
21 | [ = fn,j;
22 end
23 end
24 if f+# @ then
25 finalize the scheduling of vNF as planned;
removef from F? and the related?, or F?;
26 for each VNF-SCR,, with F? # () do
27 find the best provisioning scheme fé&,,
based on the current state of optical DCI
with DP;
28 end
29 update the DGZ, with the best schemes;
30 end
31 end
32 end

33 block the vNF-SCs whose SCTs exceed their deadlines;

Trln < Tm,
5)

otherwise

1
Em = { 7'mf7',’n+17

+ o0,
where ¢, is the penalty of rescheduling the vNF in vNF-
SC R, 7,, is the new SCT ofR,, after the rescheduling,
and 7,,, is the deadline on SCT oR,,. Hence, the penalty
of rescheduling;,,, decreases with the gap between the new
SCT and the preset deadline. Théime 19 selects the vNF
that is in F’ and has the largest penalty of rescheduling. We
also check whether the selected vNF is the first pending one
in its VNF-SC, and only choose it to finalize the scheduling if
it is (Lines20-22). This is because the scheduling of the vNFs
in each vNF-SC has to be determined in sequence.

The aforementioned procedure can be better understood
with the example in Fig. 5. Specifically, with the DG in Fig.
5(c), we first selectf;,1 to resolve its conflict withf, ;, and
thus putf, ; and f2; in F’. Then, if we reschedulg; ; to
resolve the conflict, its new SCT will b/ = 11, which still
satisfies its deadliner{ = 11). However, if we reschedule
f2.1, its new SCT will ber; = 13, which exceeds its deadline
(r2 = 12), and this makes the penalty of rescheduljfag as
& = +oo according to Eq. (5). Thereford,jine 21 selects
f21 to finalize its scheduling, assuming thgt ; will be
rescheduled in a subsequent iteration.

After this, Line 24 checks whether a vNF is found for
finalizing its scheduling. If yeslines 25-29 finalize the
scheduling of the vNF, update the related parameters and the
state of the optical DCI accordingly, and recalculate thst be
provisioning schemes and the DG for pending data-oriented
VNF-SCs based on the new state of the optical DCI. Finally,
after the provisioning schemes of all the vNF-SCs have been
determinedLine 33 marks the vNF-SCs whose SCTs cannot
satisfy their deadlines as blocked. The time complexity of
Algorithm2 is O(M?3 + M? - |V |+ M - |R| - log(|R|)), where
M is still the total number of vNFs in all the vNF-SCs in
R. Hence, compared with DLP-DP, CA-DP sacrifices certain
time complexity in exchange for better blocking performanc

V. PERFORMANCEEVALUATION

In this section, we conduct extensive simulations to evalua
the performance of our proposed algorithms.

A. Simulation Setup

The simulations use the 24-node US backbone (USB)
network shown in Fig. 6 as the topology of the optical DCI.

Next, the for-loop coveringtines8-31 checks the vNF-SCsWe consider the cases that there 212,16} DC nodes
that still have pending vNF(s) in the sorted order, and triés the optical DCI, and their locations are randomly selécte

to finalize the scheduling of a vNF in each iteratidune 9

For each pair of nodes in the optical DCI, the probability

selects the first pending vNF on a vNF-SC. If it does not havtkat they are directly connected by a lightpath is setas
any conflict with others in GOZ;(Vy, E4), we just select it or 0.4. We assume that the optical DCI supportstypes of
to finalize the schedulingL{nes 10-11). Otherwise, we put VNFs, the types of the vNFs running on each DC are randomly

the vNF and all the vNFs that have conflicts with it in g&t

selected within[2, 4], and the data processing speed of each

(Lines12-14), and try to reschedule each vNFAhto a later type of vNFs is randomly chosen withjA.5, 6] units/TS. For

STW such that all the conflicts with other vNFs i can

each data-oriented VNF-SB = {s,d,b, SC, 7}, its source
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TABLE |
SIMULATION PARAMETERS
Parameter | Value Range
Number of DC nodes {8,12,16}
Lightpath connectivity {0.2,0.4}
Types of vNFs on each DC (2,4]
Data processing speed of a vVNF [0.5, 6]
Number of vNFs in each VNF-SC [1,3]
Initial data volume of each VNF-SC (1,4]
Output-to-input data volume ratio of each vNF-SC [0.7,1.3]
o1 1
J2 {5,10}

summarizes the simulation parameters.

The simulations consider dynamic scenarios in the optical

DCl, i.e, data-oriented VNF-SCs arrive in batches according

to the Poisson traffic model. Specifically, the number of VNF-
and destinations are randomly chosen from 2Henodes in SCs in each batch follows the Poisson distribution, whike th
the topology, the number of vNFs ifiC is within [1, 3], the time interval in between two adjacent batches conformséo th
initial data volume is uniformly distributed withir1, 4] units, negative exponential distribution with a mean valu@®fTS'.
and the output-to-input data volume ratio of each vNF is skfence, the traffic load can be defined as the average number
within [0.7, 1.3]. To make sure that the deadlings set with a of new VNF-SC requests in each batch. In addition to DLP-
reasonable value, we first obtain the best provisioningreeheDP and CA-DP, we also design a benchmark by leveraging
of R with DP, assuming that all the other pending vNF-SCihe greedy approach in [37] (namely, GD-FF), which tries to
are not provisioned, and record the obtained SCT as the {owerovision each data-oriented vNF-SC greedily in the fitst-fi
bound on the deadliner(;,). Then, we set the deadline asmanner. To maintain sufficient statistical accuracy, weaye
T € [Tmin + 91, Tmin + 2], Where we haveél; > 6; > 0 and the results froml0 independent runs to get each data point in
will test different values for them in the simulations. Tabl the simulations.

Fig. 6. Network topology of optical DCI.



TABLE Il

B. Simulation Results and Analysis RESULTS ONAVERAGE SCT (TS)

The simulations evaluate the blocking probabilities ofadat Number of T T

. . 5 . ghtpath . . i
oriented vNF-SCs from the three algorithms at differerffita DC Nodes | Connectivity CA-DP | DLP-DP | GD-FF
loads. We first set the probability that a pair of nodes in the 3 0.2 7774 7.370 | 7.577
optical DCI are directly connected by a lightpatha®, which 0.4 7144 | 6.744 | 6.520

o . 0.2 7177 | 6.996 | 7.143

means that there are55 existing lightpaths in the network. 12 04 5568 5397 5043
Fig. 7 shows the results on blocking probability. It can berse 16 0.2 6.471 6.442 | 6.680
that as GD-FF cannot properly accomplish the establishing 04 5910 | 5875 | 5.980

and task scheduling of data-oriented VNF-SCs, it provities t TABLE Il

highest blocking probability. With DP, DLP-DP can serve the AVERAGE RUNNING TIME PER VNF-SC REQUEST(MSEC)
data-oriented VNF-SCs much better than GD-FF, but it it stil
not the best algorithm. Since CA-DP takes advantage of the
fact that some VNF-SCs can tolerate a certain degree of-‘data e
to-be-processed” fjelay.and thus can give the way t_o .oth.ee mor 5P5F 05036 05500 6-6320
urgent VNF-SCs, it achieves the best service provisioniy a GD-FE | 0.4585 | 0.4668 | 0.4944
provides the lowest blocking probability.

Meanwhile, if we compare the results in Figs. 7(a)-7(c), we
observe that the blocking probabilities from DLP-DP and CADCI, average the algorithms’ running time in each case, and
DP decrease when the number of DC nodes in the optical DIk the results in Table Ill. It can be seen that all the allpons
increases. This is because when there are more DC nodesedrve each vNF-SC within a few milliseconds, which is fast
the optical DCI, the number of existing vNFs also increasesnough to satisfy the requirement of dynamic provisioning.
which provides our DP-based algorithms a better chance Nteanwhile, we notice that the running time of CA-DP is the
establish and schedule data-oriented vNF-SCs. On the otleergest among the three algorithms. This is expected becaus
hand, because GD-FF is just a greedy heuristic, which canagtording to our analysis in Section IV, the time complexity
optimize the service provisioning of each data-oriented~vNof CA-DP is the largest for realizing conflict avoidance. As
SC in a global manner (as our DP-based algorithms do), fte procedure of GD-FF is the simplest, it runs the fastest as
performance on blocking probability in Figs. 7(a)-7(c) goeshown in Table Ill. We also observe that the running time of
not change much with the number of DC nodes. the algorithms increases with the number of DC nodes. This is

Next, we increase the probability that a pair of nodes ahecause the scale of the vNF-SC scheduling problem becomes
directly connected by a lightpath o4, and plot the results on larger when there are more DC nodes in the optical DCI.
blocking probability in Fig. 8. The results follow the simil ~ Finally, we investigate how the deadline on the SCT of each
trends as those in Fig. 7. Moreover, it is interesting to aeoti data-oriented vNF-SCi.¢., 7) affects the performance of the
that when other conditions are the same, the performar@gorithms. Note that, for each VNF-SC, we set its deadline
gap between CA-DP and DLP-DP actually increases Where [Tmin + 01, Tmin + 92|, Wherer,;, is the lower-bound on
there are more existing lightpaths in the optical DCI. Agairihe deadline. Hence, we fi% but increase;, which means
this is because CA-DP can resolve the conflicts among ti@t all the vNF-SCs have a larger deadline on average. Fig.
provisioning schemes of data-oriented VNF-SCs in a glotilillustrates the simulation results. As expected, the btap
manner. Therefore, when there are more existing lightpatisobabilities from all the algorithms are reduced. Mearyhi
it has more flexibility to arrange the provisioning schemés @ve can see that the performance gap between CA-DP and
vNF-SCs and pushes the blocking probability even lower. DLP-DP actually decreases. This is because if we increase

Table Il shows the average SCT of each VNF-SC in difii, the deviation of the deadlines of vNF-SCs will decrease,
ferent simulation scenarios. It can be seen that excephfor Which can make the advantage of CA-DP less significant.
scenarios with 6 DC nodes, the average SCT from CA-DP is
always slightly longer than those from DLP-DP and GD-FF. VI. CONCLUSION
This is because when the number of vNFs is limited in the In this paper, we addressed the problem of how to jointly
optical DCI, CA-DP needs to schedule certain VNF-SCs tsptimize the establishing and task scheduling of datantet®
be finished right before their deadlines, for conflict avaica vNF-SCs in an optical DCI, such that the probability of
On the other hand, when there ar¢ DC nodes, CA-DP can finishing the data-oriented vNF-SCs before their deadlazes
achieve an average SCT that is shorter than that from GD-fe maximized. To make the best utilization of the resources
Therefore, the results in Table 1l confirm that CA-DP not onljx the optical DCI for meeting each VNF-SC’s deadline, we
obtains the lowest blocking probability but also balandes tleveraged DP to propose two time-efficient algorithms with
tradeoff between blocking probability and average SCT wethe deadline-prioritized and conflict-aware approachies, (
especially when vNFs are abundant in the optical DCI.  DLP-DP and CA-DP, respectively). The proposed algorithms

For the simulation scenarios considered in Figs. 7 and 8, were evaluated with extensive simulations, which confirmed
also obtain the average running time per vNF-SC request that they outperform the greedy-based benchmark (GD-FF)
each algorithm. Specifically, we categorize the scenarits i significantly. Specifically, compared with GD-FF, DLP-DRJan
three cases according to the number of DC nodes in the opti€#d-DP can reduce the blocking probability of data-oriented

Number of DC Nodes

Algorithm 8 [ 12 | 16




Blocking Probability

Fig. 9.

10

2 2
3 3
® ®©
Qo Qo
o [
o o
(o)) (o))
2 2
2 2
Q [53
o o
o o
10 1 5
—=—CA-DP —=—CA-DP 10° —=—CADP |{
—e—DLP-DP —e—DLP-DP —e—DLP-DP
< —— GD-FF —¥—GD-FF ——GD-FF
-4 of . . . . . . : : 108 . . . . . . N " 10°® . . . . . . : :
5 10 15 20 25 30 35 40 45 50 5 10 15 20 25 30 35 40 45 50 5 10 15 20 25 30 35 40 45 50

Traffic Load (New Requests/Batch)
(a) 8 DC nodes

VNF-SCs by up to two magnitudes and maintain similar SCTL1]

The

results also showed that as CA-DP resolves the conflicts

among the provisioning schemes of data-oriented vNF-SCs
in a global manner, it always provides the lowest blockingz2]
probability among the algorithms.
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