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Abstract—The fast development of high-performance and flex-
ible SmartNICs and programmable data plane switches (PDP-
SWs) has motivated people to consider the deployment of visal
network functions (VNFs) on them. Hence, together with trad
tional virtual machines (VMs), SmartNICs and PDP-SWs form
heterogeneous network function virtualization (NFV) platforms
for realizing VNF service chains (VNF-SCs). In this work, we
consider the transition from software-based homogeneous R/
platforms to the heterogeneous ones, and study how to optime
the service upgrade of vNF-SCs. Specifically, the service gmade
is divided into two steps, which are 1) selecting servers/siehes in
the substrate network (SNT) to upgrade, which is done by addig
SmartNICs to servers and replacing traditional switches wih
PDP-SWs, under a fixed budget, and 2) redeploying the existin
VNF-SCs in the updated SNT to maximize the quality-of-sende
(QoS) improvement on latency reductions. We first formulatean
integer linear programming (ILP) model to optimize the overall
service upgrade, then design two correlated optimization$or its
two steps, and finally propose polynomial-time approximatbn
algorithms to solve the optimizations. The results of extesive
simulations confirm that our proposed algorithm outperforms the
existing benchmarks in various network scenarios, and ackves
better tradeoff between performance and time-efficiency.

Index Terms—Network function virtualization (NFV), Hetero-
geneous NFV platforms, Service function chain (SFC), Appme-
imation algorithm, Facility location, Multiple knapsack, Linear
programming (LP) relaxation and randomized rounding.
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I. INTRODUCTION

to adapt to the unprecedented and ever-growing amou

As in-network computing deploys virtual network functions
(VNFs) on forwarding devices to handle computing tasks [13,
14], it belongs to the regime of network function virtualipa
(NFV) [15, 16]. Specifically, the hardware-based forwagdin
devices €.g., SmartNICs and PDP-SWSs) can be considered
together with their software-based counterpaesg.( virtual
machines (VMs) on servers) to come up with a network
environment with heterogeneous NFV platforms [17-20]. Due
to their programmability, SmartNICs and PDP-SWs are all
general-purpose hardware, and thus realizing vNFs oven the
will not violate the principle of NFV. On the contrary, they
actually further extend the success of NFV, because hetero-
geneous NFV platforms can unify the benefits of hardware-
and software-based systems, and provide service providers
(SPs) more flexibility and programmability to support vaiso
QoS requirements cost-efficiently [20]. For instance, thedh
ware platforms have superior packet processing capacdy an
only induce very short latency when supporting bandwidth-
intensive VNFs [19], while the software ones are runtime pro
grammable and can provide enough computing and memory
resources for computing-intensive vNFs [16].

Previously, people studied the provisioning of vNF service
chains (VNF-SCs) over heterogeneous NFV platforms [17—
20], to explore the flexibility and programmability mentexh
above. However, these studies were all based on a fixed

OWADAYS, the Internet is undergoing dramatic change'ngstrate network (SNT), which means that the deployment

Afsheterogeneous NFV platforme.g., servers, SmartNICs

of data traffic, end users, and network services [1-3]. Hen@d PDP-SWs) in the SNT was assumed to be unchanged.
network infrastructures have been reshaped by advandi@fe that, in addition to the network services whose lifetim

physical-layer technologies [4-9] to be better prepared f

{s relatively short, there are also a fairly amount of long-

tremendous volumes of highly-dynamic traffic. Althoughsthit€rm ones in today’s Internet, which can even run semi-
has made network pipes wider and more flexible, the pacigrmanently to handle the business of SPs [21-23]. For
processing on nodes should be more powerful and agile to J8gtance, the network services for online booking/shapin

ter serve heterogeneous network services with varioustgual ©-commerce need to steer traffic through a series of network
of-service (QoS) demands. To this end, novel programmalﬁ‘l’é‘cuons (e._g., fwgwal], load-balancer, and request handler),
packet processing hardware,, smart network interface Whose configuration is normally for long-term [23].

cards (SmartNICs) [10] and programmable data plane svétche Slmllar to the short-term ones, it is cost_—effecnve for SP_s
(PDP-SWs) [11]) have been developed and attracted inkensﬁﬂ? build these long-term network services with v_NF—SCssThl
interests recently. The aforementioned advances on netwlt Pecause they need to address dynamic service requests and
pipes and nodes have promoted the idea of in-network cofi€ Population change and mobility of end-users, even thoug
puting [12],i.e., computing tasks are handled simultaneousl%e configuration of the network_ functions is relatl_velytlsia
with packet switching on forwarding devices such that boforeover, to adapt to the spatial and temporal increases of

the latencies of packet processing and transmission and $§&vice demands, it will be inevitable for the SPs to upgrade
volume of traffic can be effectively reduced. the substrate network elements on which to deploy the vNF-

SCs regularly. In other words, to ensure the QoS of long-term
el TG T 2 e, with the Schoo of iformation SUenee SNE-SCs, we need 1o jointy optimize the service upgrade of
o ’ R ' an SNT with heterogeneous NFV platforms and the reconfig-
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equipment budget. Note that, this optimization is intiiadly related work in Section Il. Section Il explains our network
more complex than the provisioning or reconfiguration of yYNFmodel and shows the ILP for the overall optimization. We
SCs in a fixed SNT [24], because the upgrade of the SNT aftdmulate two ILPs for the steps of the budget-constrained
the reconfiguration of active vNF-SCs are correlated wittheaservice upgrade and propose polynomial-time approximatio
other and thus cannot be tackled independently. To the lhesafgorithms to solve them, in Sections IV and V, respectively
our knowledge, this problem has not been fully explored yeéllumerical simulations are discussed in Section VI for perfo
Previously, in [24], we conducted an initial study on thenance evaluation. Finally, Section VII summarizes the pape
problem. Specifically, we considered one of the most relevan
network environments for vNF-SC provisioninige., a data-
center network (DCN), as the SNT, and optimized the service
upgrade of VNF-SCs in it by leveraging heterogeneous NFV The basic idea of NFV is to deploy network services with
platforms {.e,, SmartNICs, PDP-SWs and VMs). The serviceNFs running on general-purpose software/hardware ptago
upgrade includes two steps, 1) selecting servers/switahesinstead of relying on proprietary hardware systems [15].
the DCN to upgrade, which is done by adding SmartNIdgepending on how the vNFs are organized and how the
to servers and replacing traditional switches with PDP-SWapplication traffic is steered through them, an SP can lgeera
under a fixed budget, and 2) redeploying active vNF-SCs in th&-V to realize network services with vNF-SCs [28, 29], vNF
updated DCN to maximize the QoS improvement on latenegulticast trees [30], and generic vNF forwarding graphd.[31
reductions. To solve the correlated optimizations of the twlo provision these network services in an SNT, the SP needs to
steps, we designed a time-efficient heuristic in [24]. embed vNFs on SNS.€, instantiating vNFs with the memory
However, the algorithm design in [24] was still preliminaryresources in SNs) and route the traffic among vNFs over
because the heuristic can hardly obtain near-optimalisolsit substrate paths. Although this looks similar to the procedu
whose performance gaps to the optimal ones are boundetithe well-known virtual network embedding (VNE) [32—
More importantly, the algorithms were designed based on tB4], they are different because an SP can embed multiple
assumption that the SNT is a DCN, and thus it is not generid\Fs, which are in the same network service, on one SN
This motivates us to extend the study in this work. Specifi.e., violating the one-to-one mapping in VNE [30]). For a
ically, by revisiting the two steps of the budget-consteain comprehensive survey on NFV, one can refer to [35].
service upgrade, we first formulate an overall integer linea For vNF-SCs specifically, many previous studies have been
programming (ILP) model to optimize them jointly for thedevoted to optimizing their service provisioning schemes
exact solution, then obtain two correlated optimizatioos f[36], and the technical specifications of vNF-SC have been
the steps, respectively, and finally propose polynomiakti published in [37]. However, these studies assumed that the
approximation algorithms to solve both optimizations. SNT for VNF-SC provisioning has fixed configuration, and
For the first step, we design the optimization as to seledid not address the service upgrade that involves increahent
servers/switchesi.e., substrate nodes (SNs)) in a generideployment and adjustment of substrate network elements.
SNT to upgrade such that the number of existing vNFbJeanwhile, still based on the assumption that the hardware
which can be redeployed on the upgraded SNs, is maximizednfiguration of the SNT is unchanged, people have investiga
To design an approximation algorithm for it, we divide thed the reconfiguration of vNF-SCs in [38—42], where the stud-
problem-solving into two phases. IRhase I, we relax the ies in [38—41] were based on an SNT with homogeneous NFV
budget constraint, transform the SN selection problem @ntoplatforms, and the SNT that consists of heterogeneous NFV
capacitated facility location problem (CFLP) [25], andvepit platforms was considered in [42]. The study in [38] addrdsse
with linear programming (LP) rounding. Next, Phase Il, we how to reconfigure vNF-SCs to adapt to the movement of end
remove the SNs to be upgraded in iterations until the budgegers. Eramet al. [39] proposed algorithms to migrate vNFs
constraint is satisfied. In each iteration, we first recaltsul such that the dynamics of vNF-SC requests in terms of volume
the mapping between the existing vNFs and the SNs fand spatial distribution can be handled well. In [40], the
upgrading, and then remove the SN on which the smallesithors tried to optimize the reconfiguration of yYNF-SCseamd
number of existing vNFs will be redeployed. More specifigall time-varying service demands, for minimizing the total tcos
the recalculation of the mapping is first transformed intof vNF deployment and vNF-SC reconfiguration. The study
the multiple knapsack problem with assignment restrictiofn [41] designed an online scaling algorithm to readjust sNF
and capacity constraints (MK-AR-CC), and is then solved Bccording to dynamic demands and minimize the operational
leveraging the approximation algorithm developed in [26]. cost of VNF-SCs. Huet al. [42] reduced the overheads of
After tackling the first step with the two-phase approacWM-based vNF-SC provisioning by reconfiguring vNF-SCs
we move to the second step, and propose an approximatioruse the existing heterogeneous NFV platforms in an SNT.
algorithm based on LP relaxation and randomized roundifNgvertheless, all of these studies did not address how to
[27] to determine how to redeploy the existing VNF-SCs inpgrade the hardware of an SNT with heterogeneous NFV
the updated SNT. Finally, we perform extensive simulationgatforms to better serve the long-term vNF-SCs in it.
to demonstrate that the algorithm proposed in this work Previously, there also have been some studies on the net-
outperforms the heuristic in [24], and achieves betterdoffid work upgrade related to NFV [43—-45]. Poularakisal. [43]
between performance and time-efficiency. tackled the problem of how to gradually upgrade a traditiona
The rest of the paper is organized as follows. We survey thetwork to the one that enables software-defined networking

II. RELATED WORK



(SDN) (i.e., hardware upgrade). The studies in [44, 45] jointly
considered SDN and NFV and devoted themselves to support-
ing fast and consistent network policy updates under differ
constraintsi(e., software upgrade). As these investigations did
not jointly optimize the hardware upgrade of an SNT and the
reconfiguration of active vNF-SCs in the upgraded SNT, our
work is different from them.

Inspired by the principle of in-network computing [12],
i.e, extending the functionalities of forwarding devices be- / N\
yond packet switching, people recently started to consider a mmp B
the deployment of vNFs on hardware-based programmable . . Server with
forwarding devices, such as SmartNICs and PDP-SWs. For & Switch \ggg PDP-SW 77 Server 7 smartic & Host
instance, in [46, 47], the authors offloaded key-value sttwe
PDP-SWs and SmartNICs, respectively, while NetHCF [4é:]g' =
realized the vNF for filtering spoofed traffic on PDP-SWs.
Previously, the studies in [17-20, 42] have addressed
provisioning of VNF-SCs in an SNT that includes heterog
neous NFV platforms. Nevertheless, they did not consider t

VNF 1 VNF 2

Example on service upgrade with heterogeneous NBWYopins.

ﬁ)cessing in a PDP-SW is normally much more powerful
an that in a SmartNIC, and thus when carrying the same
NF, the processing latency of the PDP-SW will be shorter, 3)

t§)rﬂartNIC have more memory for instantiating vNFs, because
of the SNT. Note that, in addition to the upgrade schem%j S nav y Tor nstantiating vives us

) . ) ey are equipped on servers and thus do not need to use as
involving SmartNICs and PDP-SWs, the service upgrade y quipp

. . uch memory as PDP-SWs on normal packet switching, and
VNF-SCs can also be realized by leveraging software-edab the cost of PDP-SW is higher than that of a SmartNIC.

acceleration €.g., the data plane development kit (DPDK)) We define a sef\/ to include all the VNF types that can

[49]. However, such an upgrade is software-based, whick dcbee supported in the SNT. Then, considering the heterogeneit

not change the hardware configuration of an SNT. Hence, 5ﬁ10ng the NFV platforms, we assume that if a typerNF
optimization is equivalent to that for reconfiguring actixshéF- c M) gets instantiateé on a PDP-SW/SmartNIC/VM. it

SCdS tlr? af:jxed SNI’ Whigr: hzs alre.af:y dbelsln studied Sin [35:;: nsumes:> /¢ /éV units of memory, respectively, and has
and thus does not need 1o be revisited. Moreover, smar affic processing capacity 6f, /b /bY in bandwidth units,

and PDP-SWs provide better traffic processing perform"’ml“éE‘Spectively. Meanwhile, if the service upgrade migrates a

than the software-enabled acceleration schemes [50, 51]. typesn VNF from a VM to a PDP-SW/SmartNIC, a latency
To the best of our knowledge, our previous work in [24] w ﬁduction ofs> /6N in time units can be achieved, respectively.

Lhe; only one ththl\r}velsgcgatgd hgw tot[\L1I|F?rageD§ns\?vNT V(Vj't For the service upgrade, latency reductions can be achieved
tha\/ler(?[geneOUfh Ngzgrms'et(i) trtnarH Sy th- IS a.r:h not only by migrating vNFs from VMs to PDP-SWs/Smart-
s) 1o serve the VNF-SCs in it better. However, the algani NICs but also by rerouting their application traffic. Fig. 1

dfef_5|_gn t"; [24] tyvas SF;”. prel:mmary, es%ec;]allyl(jobr the E&T gives an illustrative example on this. The vNF-SC before the
efncient heunistic, as 1S not generic and should be Imptbv upgrade is marked in red, and it has to take a detour to reach
the VNFs onServers o and b. The upgrade replaceSwitch

1. NETWORK MODEL _ \ )
) 2 with a PDP-SW and migratesNF 2 to it from Server b,
We model the SNT as an undirected grapi’, £), where 5,4 oquips a SmartNIC oferver a to carryvNF 1. Hence,

4 andE are the sets of SNs and substrate links _(SLs), reSPefia VNF-SC's routing path gets shortenedsbiiops (the one

tively. The SNT consists of two types of SN, SW't(_:heS and marked in gray), and moreover, as the traffic processing in a
servers, for VNF-SC deployment. Before the service Upgra‘f\EﬁDP-SW/SmartNIC is much faster than that in a VM, the end-
the SNT only includes traditional switches/servers, Whi%-end (E2E) latency of the YNF-SC is further reduced. Note
means that there is no SmartNIC on the servers and VN['ﬁSolt, when calculates the E2E latency of a VNF-SC, this work

can only be instantiated on servers with VMs. In other Wordéonsiders two types of latencidse., the processing latencies

the SNT only consists of homogeneous software-based NEY' 5| the yNFs in the VNF-SC, and the propagation latencies

platforms before the upgrade. The upgrade equips SmartNIGes 5| the Sis that the traffic of the VNF-SC goes through.
on servers and replaces switches with PDP-SWSs under a preset

budget on equipment cost. Therefore, after the upgrade, the

SNT includes heterogeneous NFV platforme.( SmartNICs, A Overall ILP Model

PDP-SWs and VMs), and the SP can redeploy the existingWith the aforementioned network model, we formulate the

vNFs on SmartNICs and PDP-SWs to improve their traffijgproblem of the service upgrade as to 1) select serversfsygtc

processing capacities and reduce their latencies. in the SNT to upgrade under a fixed budget, and 2) redeploy
Note that, the differences between PDP-SWs and Smatie existing vVNF-SCs in the upgraded SNT to maximize the

NICs lay in 1) PDP-SWs are stand-alone forwarding device®pS improvement on latency reduction. As the output of the

which can completely replace traditional switches in nekwofirst step affects the performance of the second one, we first

upgrades, while SmartNICs are usually equipped on commddrmulate an ILP model to cover the overall optimizationeTh

ity servers and thus cannot work by themselves, 2) the packeP takes the provisioning schemes of active vVNF-SCs before



the upgrade as the input, and aims to maximize the QoS im-. ¢,: the boolean variable that equalsf SN v is selected
provement on the E2E latencies of these VNF-SCs with the up- for being updated, an@l otherwise.

grade and subsequent VNF-SC reconfiguration. Hence, in the =7, v}, 2;,: the boolean auxiliary variables that are
following, we define the parametefs,;", T, w10 introduced for linearization.

represent the state of active VNF-SCs before the upgradie, wh Objective:

the variableg?,, 7", ygu-i, 7ov, ¢!} are introducedto  The overall optimization tries to maximize the additional

denote the state of active vNF-SCs in the upgraded SNT. QoS satisfaction due to E2E latency reductions, which are
Parameters: achieved by the upgrade. Therefore, the objective should be

o G(V, E): the topology of the SNT. Maximize Z out _ oiny. 1)
o B, the bandwidth capacity of Slu,v) € E !
o M: the set of all the vNF types supported in the SNT.

. nstraints:
« P: the set of precalculated substrate paths in the SNT. Constraints:

v out,i .
° SCi:{si;di7{fi,17"' ;f'i,l7"' ;fi,Nq,};biﬂ‘/i}: the i-th mil:ﬁzl Sovl ) V’L,l,’U,
vNF-SC, wheres; andd; are the source and destination yi =@l Vi, (2
SNs, respectivelyb; is its bandwidth demand; is its 2L =@l gttt in,p.

QoS demand on E2E latency, ai is the number of
VNFs in its VNF-SC. We havé = {SC;, Vi}.

o fI: the boolean that equals 1 if tHeth vNF (f;;) in
SC; is a typesm VNF (m € M), and O otherwise.

Eq. (2) explains the definitions of the boolean auxiliary
variables for linearization, each of which represents th#g-m
tiplication of two boolean variables.

« ¢, the boolean that equals 1 if tiieh VNF in SC; is ip S Uiy
embedded on SN before the upgrade. zir < @ . Vi, ®3)
« ¢%": the boolean that equals 1 if theth virtual link in 2l > e 9y, 1
SC; is embedded on substrate patbefore the upgrade. ot
« 7/": the E2E latency of5C; before the upgrade. Yiy < i
« w!": the boolean that equalsf SC; satisfies the demand Yin < Ty Vi1, (4)
on E2E latency before the upgrade, and 0 otherwise. Yo > xg +witt =1
« ('™ the boolean that equalsif SC; passes through SN P < out
v before the upgrade. ;” T outi _
« /1,: the boolean that equalsif SN v is a switch, and) Zin S Ypn” > Vi p. ©®)
if it is a server. 2 g o 1

« &, the latency reduction achieved after migrating a typgegs, (3)-(5) are the constraints for linearization.
m VNF from a VM to a PDP-SW.

out in,t out
« 5N the latency reduction achieved after migrating a type- (ti = 7 + Z 2 Dp— Z Ypin * Dp -
m VNF from a VM to a SmartNIC.

. sp(w) the boolean that equals 1 if Sk, v) is onp. + qu ~Zy¢,z : 5m (1= ) (6)
. : the E2E delay of substrate pathwhich is propor- b N
tlonal to the hop-count of. FY D i G e 20, Vi
« C5/CN/CV: the memory space of an NFV platform on Lm v
SN, if it is a PDP-SW/SmartNIC/server. Eq. (6) ensures that the value®of“* can be derived correctly.
o b5 /bN /bY . the bandwidth capacity of a type-vNF, if s N .
it is deployed on a PDP-SW/SmartNIC/VM. Dot (07 ™ (L )] Q. Vil ™

o &3 /N JEV . the memory space consumed by a type- , .
vNF, if it is deployed on a PDP-SW/SmartNIC/VM. Eq. (7) ensures that the upgrade’s cost is within the budget.

« ) the total budget on the equipment cost of new PDP- e il e <O

SWs and SmartNICs used in the upgrade. iLm
o #%/¢": the cost of a PDP-SW/SmartNIC. b e xly (1= o) < CY Yo.  (8)
Variables: iLm 7 '

) ) ) ~V m out,i v Vv

« ¥7,: the boolean variable that equalsf SN v is selected D ln S (U i) (1= ) < Co

for being updated and thieth VNF in SC; is deployed ol

on the upgraded part of SN and0 otherwise. Eq. (8) ensures that the vNF deployment on each SN will not
. ¢}"": the boolean variable that equalsf the I-th vNF  use more memory than the corresponding memory space.

in SC; is deployed on SN, and0 otherwise. Zbi ) Zfﬁ«z 2l e < BS
o oubi: the boolean variable that equalsf n-th virtual A "

I|nk (VL) in SC; uses patlp, and0 otherwise. Zb Zf” 2y (1= ) <BY vm.v. (@)

« 7% the E2E latency of5C; after the upgrade.
« w?“t: the boolean variable that equdldf SC; satisfies outi _ w %
! § b 7 [ (1 — v S bm
its E2E latency demand after the update, radherwise. Z Z fii- (oo — i) - (1= o)



Eq. (9) ensures that the vNF deployment on each SN will not IV. FIRST STEP OFTWO-STEP ALGORITHM:
use more bandwidth than the corresponding capacities. DETERMINING THE UPGRADE SCHEME
nguy.spfu 0 0i < By, V(u,v) € E. (10) According to the discussions in Section IlI-A, the first
in ’ step of the service update is to select servers/switchdsein t
Eq. (10) ensures that the bandwidth capacity of each SL wiNT to upgrade under a fixed budget. Note that, as this step
not be exceeded. determines the configuration of the upgraded SNT, its output
S Y+ 3 @00l (1= ) will affect the performance of the second step. Hence, we
- Pop Tal T . Pt Vi fo should design the objective of the first step to be benefioial f
n Z outi (1 _ 9ty (1= o) =1, Vi, A1) the optimization in the second one. Intuitively, the upgngd
- Pu ot Ho ’ o of a server/switch will be more beneficial to the vNF-SC
Eq. (11) ensures that each VNF in a VNF-SC is deployed B%deploymentin the second step, if more vNFs can be migrated
one and only one NFV platform. onto it to achieve latency reductions on their vNF-SCs. T® th
end, we define the objective of the first step as to maximize

out,i in,i . A
Yo G Vil (12) " the number of VNFs that can be migrated to the upgraded SNs
Eqg. (12) ensures that the changes of VNF deployments cau§egl, servers and switches), and formulate its optimization as
by an SN upgrade happen at the right locations. Variables:
D T e . g.o,f:llt’l, 1y and 7 the boolean variables whose defini-
wmlen o s () tions are the same as those the overall ILP in Section
T T HI-A.
1, u=s; (13) v - . . .
. « ?,: the boolean auxiliary variable for linearization.
= -1, u=d;, Vi. b
0 therwi Objective:
’ otherwise The optimization objective is designed as follows.
Eqg. (13) ensures that the flow conservation conditions. _ outi ew
_ Maximum > @20 - 97, (17)
> it =1, Vin. (14) v
p

) ) which means that we would like to maximize the number of
Eq. (14) ensures that each VL in a vNF-SC is mapped onjfFs that can be embedded on upgraded SNs. As the objective
one and only one substrate path. in Eq. (17) is nonlinear, we introducg, to linearize it

Z wout,i > (pout,i Vi. v v out,i v .
. ) r,1 = Ywu,1 > ’ Vil = Sov,l T il vz7 l,’U, (18)
pis;—v,pE

Z GO > GOUbT | pouti iy g ] where the detailed linearization will be explained in EqQ)(2
= u,l—1 v ) y Wy Uy by

(prusopeP} P ! (15)  pelow. Then, the objective in Eq. (17) is linearized as

SR = el i, Maximum > "~ (19)
{p:v—d;,peP} i,l,v
Eq. (15) ensures that for each vNF-SC, its VNFs are connectedonstraints:
in the right sequence. The constraints in Egs. (7), (12) and (14) are adapted from
Zﬁf,l — . Vo (16) the overall ILP ”3 Seczlon I-A.
il Yig < iy
v out,i .
Eq. (16) ensures that relation betwegfy and., is correct, Vil < Py _ v Vil (20)
i.e, for anywv, if we havevy?, = 1, the value of., will be 1. Yi1 > cpZ“fl“ +97,—1

Note that, Eq. (6) derives the value aff* based on the g4 (20) is the constraint for linearization.
E2E latencies o6 C; before and after the upgrades(, 7;" and

7ot respectively), where?“! can be expressed withf” and Dl i <CY

the latency reduction brought by the upgrade. The formuati ibm

of the ILP above suggests that the overall optimization is e i (1= ) < CY S Vo (1)
relatively complex. Meanwhile, since the optimizationotwes Blm

many variables and constraints, it would be difficult to dasi b F (@0 =) (1= ) < CY

a polynomial-time approximation algorithm for it too. Henc ilm

we decide to tackle its two steps separately. Specificaly, VEq. (21) ensures that the vNF deployment on each SN will
formulate an optimization for each step, and solve it with ot use more memory than the corresponding memory space.

polynomial-time approximation algorithm. Note that, diiig m s
a compl imization i ; Zbi'Zfi,l'%’,l'Nvam

plex optimization into sequential steps can cause an| 4 -
uncertain loss to the approximation ratio of the final soluti m N

. . . . . mooaY. — <

Therefore, we design the objective of the first step such that Zi:b’ Zl:f” i (L= ) <0 , Vm,o.
the optimization toward it can assist the second step tegehi m o outi v v
good performance. The simulation results in Section VI will Zi:b" ’ Zl:f“ S ) (1= ) < b

verify the performance of our two-step algorithm. (22)



Eqg. (22) ensures that the vNF deployment on each SN wairry the vNF, and include the SNs in 3¢, (Line 4). Here, if

not use more bandwidth than the corresponding capacitiesan SN has already been selected to upgrade, we check whether
the upgraded SN has sufficient resourdes, (memory space

A. Phase | and bandwidth capacity) to carry the vNF. If yes, the SN is

included inV;;, and it is excluded, otherwise. On the other

. . L o
To design an algorithm for the optimization mentlonef’?and, if an SN on the routing path has not been selected to

above, we divide the problem-solving into two phases. Ilgpgrade yet, we just include it iFi.

e s o s et LN S andomly seects an SN i, o Upgrade for th

P : : s gt lalh vNF in SC}, according to the probabilitie)y ,, v € Vi }
for the upgrade in which all the existing vNFs can be migrate the solutionX*. After the SN has been selected. we update
onto an upgraded SN. Hence, we remove the constraint of % values of{ﬂ’/; v € V) accordingly,i.e rounaing the

(7), put itin the objective, and add a new constraint real values withih[O, 1] to boolean ones. Then, we insert the
Zyﬁl =1, Vil (23) selected SN in the set of SNs to upgradeif it is not already
v in (Line 6). Line 7 updates the upgrade colt to include
to ensure that all the existing VNFs can be migrated onto off¢ equipment cost of upgrading the selected SN, and it also
upgraded SN. Then, the new optimization is updates the resource usages in the SNT by assuming that the
o s N VNF is redeployed on the selected SN. An LP can be solved
Minimize > e+ [67 - o + 6" - (1= o)), in polynomial-time, and the time complexity dines 2-9 in
st Egs. (11), (12), (16), (20)-(22), and (23) Algorithm 1 is O(|R|” - max(N:)*), where || denotes the

number of existing vNF-SCs anyl; is the number of vNFs in

By observing the optimizat_ion in Eq. (_24)' we f_ind f[hat itSCi. Therefore Algorithm 1 is a polynomial-time algorithm.
can be further transformed into a capacitated facility fioca Meanwhile, according to [53], the approximation ratio of th

problem (CFLP) with additional constraints [25], if we treaLP-rounding approach imlgorithm 1 is upper-bounded by

the existing vNFs as customers and all the servers/swiiiche% 25. To this end, we can see thalgorithm 1 is a polynomial-

the SNT as fgciliti_es. As the .problem j/s’P—.hard [52], we . t[me approximation algorithm for the optimization in Eq4§2
leverage the idea introduced in [53] to design a polynomial-

time approximation algorithm for it based on LP rounding.

(24)

B. Phase Il
Algorithm 1: Algorithm for optimization in Eq. (24) Next, in Phase Il, we remove the SNs in the sét' obtained
Input : existing VNF-SCS{SC;}, SNT G(V, E). by Algorithm 1 in iterations, until the budget constraint is
Output: set of SNs to upgrad&”, upgrade costY’. satisfied. In each iteration, we first recalculate the magppin

between the existing vNFs and the SNd/ify and then remove

1 solve LP relaxation of Eq. (24) to get a solutiafi’; the SN on which the smallest number of existing VNFs will be
2 for each SC; € R do redeployed. Specifically, the optimization can be formedads
3 for the I-th vNF in SC; do
4 include all the SNs on which the vNF can be Maximum >~ > "7,
embedded in sev; ;; veV! il (25)
5 select an SN i/ ; to upgrade for the VNF s.t. Egs. (11), (12), and (20)-(22)
according to probabilitie¢y;;, v € Vi, }; where all the constraints only consider SNsVin, and the
6 insert the SN inl”" if it is not already in; value ofy?, satisfies the assumption useddigorithm 1 (i.e,,
7 update upgrade cost’ and resource Usages  for an existing VNF, we will only consider the SNs on the
in the SNT; current routing path of its VNF-SC). Then, if we treat each
& | end existing VNF as an item and each SNIiti as a knapsack, the
o end optimization in Eq. (25) can be transformed into the mudtipl

knapsack problem with assignment restrictions and capacit

Algorithm 1 shows the detailed procedure. lLine 1, we constraints (MK-AR-CC), where the assignment restriction
relax the ILP in Eq. (24) to obtain an LP, and solve it to gé'e due to the fa_lct that eac_h VNF can only select its SN from
a solutionX*. Here, all the boolean variables are relaxed t® Subset of SNs ii’. According to [26], MK-AR-CC can also
real ones withir{0, 1]. Then, the two for-loops that coveines ~P€ solved with a polynomial-time approximation algorithm.
2-9 select an SN to upgrade and redeploy an existing vNF orflgorithm 2 shows how to solve the MK-AR-CC iRhase
it} Specifically, for the-th vNF in an existing vNF-SGC;, |1 by leveraging the procedure developed in [26hes 1-2 are
the SN selection works as follows. We first check the curref@ the initialization, where we first relax the optimizatian

routing path ofSC;, find all the SNs that are on?itand can Ed. (25) to an LP, then solve it to get a solutibr, and finally

build a feasible solutio®y” to the LP relaxation with*. Here,

Note that, all the VNF redeployment schemes obtained in thesfiep are Y has the property that the number of variabje$ , }, which
only used for selecting the SNs to upgrade, and thus they yetlietical. equa|1 is maximized. Then. for each upgraded SN V7
The actual vNF redeployment schemes will be determineddrsétond step. L o ’ ’ .

2Note that, if a server connects directly to a switch on theinguath, we W€ finalize the existing vNFs that should be embedded onto it
also consider it as an SN on the path. (Lines 3-8). Specifically, this is done by building and solving



Algorithm 2: Algorithm for optimization in Eq. (25) C. Overall Procedure
Input: existing VNF-SCS{SC;}, set of SNs to The overall procedure to solve the optimization in the first
upgradel”’. step is shown irAlgorithm 3. In Line 1, we relax the budget
Output: mapping schemes between vVNFs and SNs. constraint and solve the SN selection problem w#itgorithm
1 to get an intermediate set of SNs to upgradé (Then, we
useAlgorithm2 to determine the mapping between the existing
vNFs and the SNs to upgrade and remove SNs fiiéfrin
iterations, until the budget constraint is satisfidnés 2-6).
As both ofAlgorithms 1 and 2 are polynomial-time algorithms,
Algorithm 3 runs in polynomial-time too.

1 solve LP relaxation of Eqg. (25) to get a soluti®f;

2 build a feasible solutiorY” to the LP relaxation with
Y* so that the number of;; = 1 is maximized;

3 for each N v e V' do

4 put all the existing vNFs, which havg’; =1

according toY’, in the item setF,; '

5 | select an existing VNF whosg’, is fractional

according toY” with the Hungarian method, and Algorithm 3: Overall procedure for the first step

include it in the item sefF,; Input: existing VNF-SCS{SC;}, SNT G(V, E),
6 treat the vNFs inF, as items and SN as the budget of service upgrade.

knapsack to construct a single knapsack problem; Output: set of SNs to updat®”.

[y

7 solve the single knapsack problem with an apply Algorithm 1 to getV’ and(Y';

FPTAS to finalize the vNFs whosg/', = 1; while Q' > Q do

s end o ) L 3 | delete the SNbv on which the least number of

o output the finalized; ;, Vv € V’,i,1} as an existing VNFs will be redeployed fro’;
approximation solution of the original problem; update()’ to remove the upgrade cost of SN

apply Algorithm 2 to update the mapping between

existing vNFs and SNs ifv’;

N

IN

[62]

a single knapsack problem as followlsine 4 first puts all 6 end

the existing VNFs that havey, = 1 according toY" in the

item setF,. Then, we leverage the Hungarian method [54]

to select an existing VNF whos¢’, is fractional according V. SECOND-STEP OF TWO-STEP ALGORITHM:
to Y, and include the vNF inF, (Line 5). Next, the single REDEPLOYING VNF-SCs IN UPGRADEDSNT

knapsack problem is obtained by treating the VNFsFinas  afier determining the SNs to upgrade in the first step,
items and the upgraded SNas the knapsackne6). InLine e second step optimizes the redeployment schemes of the
7, the knapsack problem is solved with a fully polynomiatéi gyisting vNF-SCs in the upgraded SNT. Specifically, for the
approximation scheme (FPTAS) [55]. Finallyine 9 outputs gecond step, the variablés, ! in the overall ILP in Section
the fmahzgd{_%jl_, Yo € V',4,1} as an approximation solution|jj_a pecome pre-known parameterae, according toV"),
of the optimization in Eq. (25). and then the optimization can be formulated as
According to [26], the approximation ratio éfgorithm 2 is o ot .
1+ 25 + ¢, where K means that the size of each knapsack Maximize Z (@™ — @),
(i.e, each upgraded SN) is at leakt times larger than the ’
largest item i(e., an existing VNF), which is assignable to the st Eds. (2), (4)-(6), and (8)-(16)
SN, ande is an arbitrarily-small positive constant. In the following, we leverage LP relaxation and randomized
For Phase Il, we run Algorithm 2 in each iteration to rounding [27] to design a polynomial-ime approximation
optimize the mapping between the existing VNFs and t®gorithm for the optimization in Eq. (28). _
SNs in V/, remove the SN on which the least number of The procedure of the approximation algorithm is shown in
existing VNFs will be redeployed fron¥’, and then move Algorithm 4. We first relax all the boolean variables in the
to the next iteration until the budget constraint is satisfieOPtimization in Eq. (28) to real ones withi, 1] to get an

The approximation ratio oflgorithm 2 in each iteration is LP» and tighten the constraints in Egs. (8) and (9ng 1).
1+ Kz + ¢, and there will be at most Here, the constraints are tightened to expedite the runmiing
17T &

Algorithm 4. Specifically, it makes the resource constraints in

(28)

Q0 Egs. (8) and (9) tighter with preset ratios. For instance, th
N = (G5, o1’ (26) memory resource constraint in Eq. (8) is tighten witlas
Gl =00 (1—-k)
iterations, wheré’ is the upgrade cost obtained Bjgorithm N —CN . (1—k), Yo (29)

1, and¢® and ¢ are the costs of a PDP-SW and a Smart-

, Lo : cY=c)-(1-r)
NIC, respectively. Therefore, the approximation ratio loé t v

problem-solving inPhase I will be whereCs, CN, andCY are the corresponding memory spaces
N considered in the LP. Similarly, by replacing’, CY, ¢V
)< (1 L2 +6) . 27y ands in Eq. (29) with b, BN, bY and ), respectively, we
N K+1 can tighten the constraint in Eq. (9) with The LP is then



solved inLine 2 to obtain an objectivé| p, which provides an )ﬁf‘\ /«;rs EZ]\

upper-bound on the objective of the original ILP in Eq. (28). | M g><g /qr—.fr\
Algorithm 4: Algorithm for the second step K K ;K x K 7{ M

Input: G(V, E), {SC;}, set of upgraded SNE’. (a) S-F

(b) LFT
relax ILP in Eg. (28) to an LP, and tighten constraints

(c) S-Mesh

=

in Egs. (8) and (9) with ratiog and ), respectively; X
2 solve the LP and get an objectidgp;
3 for each j € [1, Q] do
4 S =0, and initializep, ¢ € (0,1) randomly; .
5 for each SC; € R do ,
6 for the [-th vNF in SC; do \-
7 F=0; A a 9— "
. o —10~
8 wh|levf =0 dfz . (d) L-Mesh
9 py =0,py =0;
10 for each SN v € V do Fig. 2. Topologies used in simulations.
1 Py - Py + wﬁif’z;
iz i pih <f § Z(Z tieg Finally, when all the values oq‘o"““ ot _hgve be_en ob-
W for each wout i related to v do tained, we _calculate_ thg valugs of the remaining vapabiﬁ&; w
15 ¢ = qg n w‘“:f i- them, o_btaln an obj_ectlv@’ with the variables, and msert_ all
% if b < q < q”!’)” then the variables inS (Lines 32—_33). Here, for an S_N) that is
out,i outi a server and has been equipped a SmartNIC in the upgrade,

o "Ov(g ¢, =1 dpnt =1 we deploy vNFs on the SmartNIC greedily. Specifically, if we
18 {9" 0 p' = S can determine that theth vNF in SC; is deployed on such
19 =1, break an SNwv after the upgrade, the vNF will be embedded on
20 end the SmartNIC thereif., 97, = 1), as long as it has enough
21 a" =g resourceslLine 34 valldates all the constraints in Eq. (28) with
22 end S to determine whethe$ represents a feasible solution. If yes,
23 if F=1then we check whether it satisfies the preset ratim Line 35. If
24 | break; yes, we get a qualified solution to the ILP in Eq. (28), and the
25 end iterations can be ended. Otherwise, the algorithm procteds
26 pf =py’ l, the next iteration. Similar ag, the ratiof is preset empirically
27 end [27]. We useQ and ¢ to adjust the tradeoff between the
28 end algorithm’s time complexity and approximation ratio.
29 end We can easily verify that for the maximization in Eqg.
30 end (28), the approximation ratio oflgorithm 4 is at least¢.
31 end Specifically, the objective obtained by solving the LPLime
a2 | get{Vy, 77" @i, yyy, 2], } with 2 provides an upper-bound on the optimal objective of the

{cp,fjfflt & YUt in S; original problem {j.r), and asT is the objective of a feasible
33 put all variables inS and objective inT’; solution to the original problem, it provides a lower-bound
34 if S is a feasible solution of Eq. (28) then Then, the approximation ratio &lgorithm 4 is obtained as
35 if 7> f -Tip then T T
36 | break; M= Te ST 2 (30)
s end Meanwhile, we would like to point out that according to the
zz endend principle of LP relaxation and randomized rounding and the

Next, the for-loop that coversines 3-39 accomplishes the
randomized rounding, where the largest number of iteration
(Q) is preset empirically [27].
initializes the solutionS and the random numbeys and ¢

In each iteratiorLine 4

well-known Chernoff-Bound [56], the probability éigorithm

4 finding a qualified feasible solution approaches tas long

as Q and¢ are properly setgg., the simulations in Section

VI have @ = 10 and{ = 0.75). Because the time complexity
Of Lines 3-39 isO(Q-|R|?- max(N) max(N +1)-|V]-|P)),

Algorithm 4 is a polynomial- “time apprOX|mat|on algorithm.

that will be used in the randomized rounding. Then, the two

for-loops determine the integer values of all the variables

{@oubt yeutiy that are related to each existing VNEires

v,l

D,

VI. PERFORMANCEEVALUATIONS
In this section, we conduct numerical simulations to evalu-

5-31), with the standard procedure of randomized roundirate the performance of our proposed algorithm.



A. Smulation Setup SNs and redeploy VNF-SCs based on the MTs. The second

In order to verify that our proposed algorithm is generi@n€ iS @ simple greedy-based algorithm (NFTA), which first
enough to work well with various SNTs, the simulationdP9rades SNs in descending order of their resource usages,
consider six different SNT topologies. Each topology comga 2nd then tries to redeploy the vNFs in each vNF-SC on the
two types of SNs, which are switches and servers, respdESt upgraded SN that is available on the routing path of the
tively. Four of the topologies are shown in Fig. 2, where th\é[.\lF—SC. The S|mulat|on§ are carried out on a Ubuntu server
topologies in Figs. 2(a) and 2(b) are tree-type ones inwiffe With 4.0 GHz Intel Core i7-7400K CPU antl; GB memory,
sizes for DCNs, and those in Figs. 2(c) and 2(d) are me&Rd the software environment is MATLAB 2017b with GLPK
topologies. The remaining two are large random topologié‘%mbox and Gurobi v9.1.0. To ensure_sufﬂment statistical
(RTs) with 30 and45 switches, respectively. To generate eaciCCUracy, we average the results fram independent runs
RT, we first connect the switches randomly with the GT-ITNC 9€t €ach data point in the simulations.
tool in [57] using a connectivity of.2, and then attach servers
to each switch randomly. Table | explains the setting of ea®) Small-Scale Smulations
SNT topology. Note that, we refer to the tree-type topolsgie
in Figs. 2(a) and 2(b) as fat-trees (FTs), and S-FT and L-ET
the abbreviations for “small FT” and “large FT”, respectjve

We first use the two small-scale SNT topologies in Figs.
(a) and 2(c) to compare the performance of all the algosthm
(including the overall ILP). The service upgrade is allecht
TABLE | with different budgets ¢ = {150,300} units). We use the
SETTINGS OFSNT TOPOLOGIES INSIMULATIONS QoS improvement in Eq. (1) and the total latency reduction
S (rf» — 79%t)) to quantify the performance improvement

Topology | S-FT | L-FT | S-Mesh [ L-Mesh | RT-1 | RT-2

brzought by the service upgrade.

# of Switches 5 10 6 14 45 30 . .

o 0 m 0 = 5 m Tables Il and Il show the simulation results. As expected,
Tot Ie;’;ers —t—s r = e the overall ILP always provides the best service upgrade
otal >8S schemes to achieve the largest QoS improvement and longest

) ) ) latency reduction among the algorithms. Meanwhile, our pro
The simulations consid¢n/| = 4 types of VNFs. To ensure nosed TSA can approximate the optimal solutions from the
that our simulations can represent the practical casesel@ets gyerall ILP well, and its performance is always much better
the following parameters either according to the analy$is g3 the two heuristics in [24] (FTA and NFTA). The good
real-world network systems [S8] or based on the observatigBproximation achieved by TSA can be further verified by
in our own experiments [19]. The memory usage of a VNF {§e results in Table IIl, which lists the SNs chosen by the
within [20, 40] units [59-61], and its processing latency rangeggorithms to upgrade in randomly-selected simulationsrun
within [150,300] ps before the service upgradee(, when |t can be seen that the overall ILP and TSA select similar
the VNF runs on a VM). Each VNF-SC has its number afNs to upgrade in different simulation scenarios. Mearsyhil
VNFs randomly selected frori2, 4], its bandwidth demand is e can see that even though the overall ILP and TSA can
uniformly distribyted within25, 50] Mbps, and its requirement gg|ect exactly the same SNs to upgrade in Table IIl, their
on E2E latency is randomly selected frd00, 600, 1000} S corresponding performance on QoS improvement and latency

with the probabilities .of{0.3, 0.4, 0.3}, respectively. reduction in Table Il is still different. This is because tineo
e set the processing capacity of a VNFbgs= 100 Gbps,  algorithms reconfigure active VNF-SCs with the SmartNICs
by, = 10 Gbps, andb;, = 1 Gbps, when it is deployed onand PDP-SWs on the upgraded SNs differently.

a PDP-SW/SmartNIC/VM, respectively. We set the reduction |, the meantime, the results in Tables Il and 11l also confirm

on processing latency brought by a service upgrad&as the universality of TSA. Specifically, the performance gaps
[75,150] ps (migrating a VNF from a VM to a PDP-SW) andpetween TSA and the overall ILP are generally constant when
o € [40,75] ps (migrating a vNF from a VM to a SmartNIC). gifferent SNT topologies are used, while when the S-Mesh
The propagation delay of each SL is assumed td ps, and jn Fig. 2(c) is used, the performance degradations of FTA
the memory space on an SN is set@ = 200, C;Y = and NFTA related to the overall ILP and TSA are generally
500, and C;y" = 800 units, for a PDP-SW/SmartNIC/serverarger. This is because FTA and NFTA were designed based
respectively. The unit-costs of PDP-SWs and SmartNICs &g the assumption that the SNT is a DCN and uses a tree-type

initially set as¢® = 30 and¢™ = 10 units, respectively, and gpology, which is not the case for our TSA.
we will change the ratio between them in Section VI-C to

check their effects on the performance of our algorithm. _ )

In addition to the overall ILP and the proposed two-stefy: Large-Scale Smulations
algorithm (TSA) that integratealgorithms 3 and 4, the simu-  We then further evaluate the performance of TSA, FTA and
lations also consider the two heuristic algorithms disedda NFTA with large-scale SNT topologies.€., L-FT, L-Mesh,
[24]. The first one is forwarding tree based algorithm (FTART-1, and RT-2). Note that, due to its complexity, solving th
which tackles the service upgrade by first merging existirayerall ILP directly has become intractable for these cases
VNF-SCs to build vNF forwarding trees (VNF-FTs), themhich means that it cannot finish running within tens of hours
expanding each VNF-FT to a mapping tree (MT) according tmd can easily use up the memory on our server for the
the SNT'’s topology, and finally determining how to upgradproblem-solving. The results in Fig. 3 compare the algarih
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TABLE |I
PERFORMANCECOMPARISON OFALGORITHMS IN SMALL -SCALE SIMULATIONS
Number Budget QoS Improvement Latency Reduction Running Time
of for Network | Topology > (wfut — win) 3 (rin — rput) (Seconds)
i i
VNF-SCs | UpgradeQ ILP | TSA | FTA | NFTA | ILP TSA | FTA | NFTA | ILP TSA | FTA | NFTA
50 150 S-FT 16 | 13 9 8 6,818 | 6,510 | 4,116 | 3,840 | 223.89 | 19.16 | 0.15 | 0.01
50 300 S-FT 17 | 16 13 11 6,932 | 6,864 | 6,494 | 6,046 | 231.59 | 6.01 | 0.13 | 0.01
100 150 S-FT 32 | 27 18 17 | 13,064 | 11,066 | 7,930 | 7,240 | 555.23 | 47.18 | 0.22 | 0.02
100 300 S-FT 36 | 33 23 21 | 13,142 | 12,044 | 9,554 | 8,478 | 460.03 | 12.75| 0.21 | 0.02
50 150 S-Mesh | 15 | 13 8 7 6,620 | 6,048 | 3,830 | 3,396 | 232.93| 17.01 | 2.16 | 0.01
50 300 S-Mesh | 17 | 17 12 9 7,358 | 7,208 | 5802 | 4,244 | 229.76 | 6.91 | 2.29 | 0.01
100 150 S-Mesh | 30 | 26 14 12 | 12,824 | 11,018 | 6,826 | 6,256 | 599.49 | 53.98 | 4.47 | 0.02
100 300 S-Mesh | 37 | 34 18 15 | 13,712 | 12,828 | 8,722 | 7,484 | 494.99 | 13.79 | 4.43 | 0.02
TABLE Il
CHOICES OFSNS TOUPGRADE IN SMALL -SCALE SIMULATIONS
Number Budget Set of
of for Network | Topology Upgraded SNs
VNF-SCs | UpgradeQ ILP TSA FTA NFTA
50 150 S-FT [1,2,6,8 — 12,14] [1,5,7 — 10,12 — 14] [1,5 — 10,13, 14] [5—12]
50 300 S-FT [1-11,13,15] [1—15] [1,5 — 14] [5— 14]
100 150 S-FT [3,6 — 15] [1,2,5,8 —10,12—14] | [5—7,9,11 —15] | [5—8,10 — 15]
100 300 S-FT [1—15] [1—15] [3— 10,12 — 14] [5—15]
50 150 S-Mesh | [2,6 —8,10,11, 14,16 [2,5,6,8,10,11, 14] [4,6,8 — 14] [2—4,8—12]
50 300 S-Mesh [1—14,16] [1—12,14 — 16] [1—4,8—14,16] | [2—4,8—14]
100 150 S-Mesh [2,4,8 — 16] [2,5,6,8,10,12, 16] [1,2,7,9 — 14] [2 —5,8,10,14]
100 300 S-Mesh [1—16] [1—16] [1—7,9—15] [2—5,7—16]
sto WNFTA LFT) FTA and NFTA are more significant when the L-Mesh in Fig.
g EFTA (L-FT) . . . . . . .
gzoof T 2(d) is used. This verifies the superlonty and university of
S 1so| [HFTA (e TSA for large-scale SNT topologies. Then, we check how
= the algorithms’ performance changes, when the budyet
S 100 increases but the number of existing vNF-SCs is fixed as
g ol |R| = 400. Fig. 4 indicates that TSA still outperforms FTA and
< NFTA significantly, and the performance gaps between TSA

Fig. 3.
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Results of large-scale simulations with a fixed budge= 800).

and FTA/NFTA actually increase when the budget increases.
Next, we evaluate the algorithms with different unit-casts
PDP-SWs and SmartNICs. Specifically, we fix the unit-cost of
SmartNICs ag) = 10 units, but change the ratio ]SV to be
5:1and7: 1. Here, we use the L-Mesh in Fig. 2(d) and fix
the number of existing vVNF-SCs &B| = 400. The results in
Fig. 5 suggest that TSA still performs significantly bettean
the benchmarks, but its performance gaps over them become
smaller when the unit-cost of PDP-SWSs increases. This is
because when the PDP-SWs become more expensive, TSA
will have to use less of them in the service upgrade, while the
latency reduction achieved by upgrading with a SmartNIC is
shorter than that achieved by upgrading with a PDP-SW.
Finally, we test the algorithms with large RTs to confirm
the effectiveness of TSA. The simulations fix the budget as
Q = 800 units and increase the number of existing vNF-SCs.
The results in Fig. 6 indicate that TSA still always performs

performance when the budget of the service upgrade is fixéa best. Meanwhile, when the budget is relatively large, th
as ) = 800 units. We observe that TSA always provides thmore switches that we have in the SNT, the larger performance
highest QoS improvement and the largest latency reductiomprovement that the service upgrade can achieve. Thidlis st
among the algorithms, and its performance improvements owie to the fact that upgrading a vNF from using a VM to using
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Fig. 5. Results of large-scale simulations for differenit-aosts of PDP-SWs
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and SmartNICs|R| = 400 and using L-Mesh).

a PDP-SW brings in a larger latency reduction.

VIl. CONCLUSION
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Fig. 6. Results of large-scale simulations with large RRs= 800).

maximize the QoS improvement on latency reductions. We
first formulated two correlated optimizations for the steps
and then proposed polynomial-time approximation algargh

to solve the optimizations. Extensive simulations verifiealt

our proposed algorithm outperforms the existing benchsark
in various network scenarios, and achieves better tradeoff
between performance and time-efficiency.
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