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Abstract—The fast development of cloud computing and Big
Data applications has promoted virtualization technologies such
as network function virtualization (NFV), which in turn dra mat-
ically increased the amount of sensitive data being transmitted
over the optical networks for datacenter interconnections(DCIs).
To ensure the physical-layer security in DCIs, people have devel-
oped optical transport network (OTN) encryption technologies,
i.e., leveraging high-speed encryption cards (ECs) to encrypt OTN
payload frames. Although experimental studies have confirmed
the benefits of ECs in terms of line-speed processing, low
latency, and small encryption overhead, the problem of how
to utilize them to build a secure packet-over-optical network
with high cost-effectiveness has not been explored yet. In this
paper, we study how to realize cost-effective and security-aware
multilayer planning in a packet-over-optical network that covers
both trusted and untrusted zones, in consideration of OTN
encryption. We first formulate an integer linear programming
(ILP) model to minimize the total capital expenditure (CAPEX)
of the multilayer planning, which includes the costs of OTN
linecards (LCs), ECs, and bandwidth resources, and solve the
optimization exactly. Then, we prove theNP-hardness of the
multilayer planning, and to reduce the time complexity, we
propose a column generation (CG) model and design a more time-
efficient approximation algorithm based on it. Our simulation
results confirm the performance and advantages of our CG-based
proposal, i.e., it is much more time-efficient than solving the ILP
directly, and outperform the existing heuristic in terms of total
CAPEX and costs of used LCs and ECs.

Index Terms—Multilayer network planning, Optical transport
network (OTN), OTN encryption, Physical-layer security, Col-
umn generation, Approximation algorithm.

I. I NTRODUCTION

RECENTLY, we have witnessed the proliferation of cloud
computing and Big Data applications all over the world,

which lead to increasing demands for data processing, data
storage and digital communications [1, 2], while the only
way to address such demands is to speed up the global
deployment of data centers (DCs) and the network infrastruc-
tures to interconnect them (i.e., DCIs) [3–5]. This stimulated
intensive interests on the research and development (R&D) of
optical communications and networking technologies [6–9].
However, it is known that optical transport networks (OTNs)
are vulnerable to physical-layer impairments and attacks [10,
11], especially when they have adopted the new technolo-
gies to support DCIs better. For instance, elastic optical
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networks (EONs) [12–14] provide improved spectral efficiency
and an agile optical layer to address the high-throughput
and highly dynamic traffic in DCIs [15], but as they use
much narrower channel spacings than fixed-grid wavelength-
division multiplexing (WDM) networks, wire-tapping can be
realized in a more efficient and harder-to-detect way [16].
Meanwhile, the wide usages of virtualization technologies
(e.g., virtual network slicing [17, 18] and network function
virtualization (NFV) [19, 20]) can make sensitive data be
transferred frequently in DCIs. Therefore, DCI operators have
to find effective ways to protect their networks from the data
leakage due to physical-layer vulnerabilities such that their
own business and those of their clients can be secured [21].

Previously, people have developed various network planning
approaches to protect optical networks against physical-layer
attacks [23–28]. They distributed the lightpaths in an optical
network in the way that the probability of many lightpaths
sharing fiber links and/or switch nodes could be minimized.
Nevertheless, even though these approaches can effectively
reduce the threats from physical-layer vulnerabilities, physical-
layer attacks (e.g., wire-tapping) can still happen. A safer way
to protect data transfers in DCIs is to utilize the OTN en-
cryption technologies, which leverage high-speed electronics
to encrypt OTN payload frames and have the benefits of line-
speed processing, low latency, and small encryption overhead
[21]. Specifically, in addition to the well-known OTN linecards
(LCs), OTN encryption introduces special encryption cards
(ECs) that can work with LCs flexibly.

As suggested by the study in [22], LCs, ECs and OTN
switches1 can be organized in the three typical architectures
in Fig. 1 to realize traffic grooming and wavelength routing.
Architecture I in Fig. 1(a) maps ECs to LCs in the “one-
to-one” scenario and routes each packet flow with an end-
to-end lightpath. Architecture II in Fig. 1(b) grooms packet
flows first, and maps the groomed traffic to ECs and LCs in
sequence, while each packet flow can be routed over multiple
lightpaths. With Architecture III in Fig. 1(c), each packetflow
is encrypted by an EC before being groomed with others in
an LC, and it can also experience multi-hop lightpath routing.

Previous studies have compared the capital expenditure
(CAPEX) of the three architectures in Fig. 1 in different
network planning scenarios [22, 29]. However, they found
that there does not exist a universal winner and the CAPEX
can be significantly impacted by the granularity, volume and
distribution of the traffic in a packet-over-optical network.

1In this work, we consider the general concept of OTN, which might use
a broader range of technologies than those defined in ITU-T G.709.
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Fig. 1. Network architectures for multilayer planning in consideration of OTN encryption [22].

To this end, the network planning in consideration of OT-
N encryption should use the three architectures jointly and
adaptively to realize the best cost-effectiveness. As it needs to
jointly optimize the traffic grooming in the packet layer andthe
wavelength routing in the optical layer, the network planning
is a multilayer one. Nevertheless, this multilayer planning
problem is more complex than the existing ones that only
consider LCs and OTN switches. This is because in addition
to the packet and optical layers, the ECs bring in a new
layer (i.e., the encryption layer), and the operation sequence
of the packet and encryption layers can be switched back and
forth when the three architectures are used simultaneously.
Moreover, the problem becomes even more challenging, if we
address the generic scenario where the multilayer DCI includes
both trusted and untrusted zones, and the packet flows can be
either sensitive or non-sensitive. Such a multilayer planning
problem still has not been fully explored.

In [30], we conducted a preliminary study on how to realize
cost-effective and security-aware multilayer network planning
in a DCI, which covers both trusted and untrusted zones, and
can choose OTN encryption architectures based on traffic con-
ditions. However, the study has the following issues. Firstly,
it was based on the assumption that all the packet flows are
sensitive ones and need to be encrypted when passing through
untrusted zone(s), which is not practical or at least not generic
enough. Secondly and more importantly, the algorithm design
in [30] was preliminary,i.e., the integer linear programming
(ILP) model is not compact and thus can only be solved for
the problems whose sizes are small, and the heuristic based on
collapsed auxiliary graphs (CAGs) cannot ensure a bounded
performance gap to the exact solution. In this work, we extend
the study in [30] with a few major improvements to make the
problem-solving more comprehensive:

• We categorize the packet flows considered in the multi-
layer planning as sensitive and non-sensitive ones, where
the non-sensitive flows do not need to be encrypted when
passing through untrusted zone(s). Hence, the network
model becomes more generic.

• Based on the new network model, we formulate a new
ILP, which contains less variables and constraints than
that in [30], to minimize the total CAPEX of the multi-
layer planning. Therefore, the new ILP model is not only
more generic but also more compact, and thus it can be
solved more time-efficiently.

• We propose a novel approximation algorithm based on
column generation (CG) [31], which can solve the mul-
tilayer planning with reduced time complexity and guar-
antee a bounded approximation ratio. This is the most
important improvement achieved in this work.

• We conduct extensive simulations to evaluate our propos-
al and compare it with the CAG-based heuristic developed
in [30], and the results confirm its effectiveness.

The rest of the paper is organized as follows. Section II sur-
veys the related work briefly. We describe the network model
and the optimization problem in Section III. The ILP model
to solve the problem exactly and the complexity analysis of
the problem are presented in Section IV. We propose the
CG model in Section V. The performance evaluations with
numerical simulations are discussed in Section VI. Finally,
Section VII summarizes the paper.

II. RELATED WORK

Considering the traffic characteristics in DCIs, the operators
normally build their networks based on the packet-over-optical
architecture [21, 32], where the packet layer grooms and routes
the packet flows from DC applications, while the optical layer
leverages wavelength routing to achieve high-throughput data
transmissions among DCs. Hence, given a set of packet flows
or an estimated traffic matrix, the multilayer planning for a
DCI is to find the way to aggregate the traffic flows from the
packet layer, plan lightpaths to carry the groomed traffic, and
determine the routing schemes of the lightpaths in the optical
layer, such that the total CAPEX including both the equipment
cost and the cost of spectrum utilization can be minimized.

To solve the multilayer planning problem, people have con-
sidered various optical networking technologies [33, 34] and
different types of traffic demands [35–39]. In [35], the authors
proposed several genetic algorithms based meta-heuristics to
solve the multilayer planning of survivable IP/multi-protocol
label switching (MPLS) over WDM networks. The study in
[36] considered the multilayer planning in IP-over-EONs, and
designed an effective heuristic to jointly optimize the groom-
ing and routing in the IP layer, and the routing, modulation-
level and spectrum assignments in the EON layer. Luet al.
[37] studied how to plan data-oriented tasks in multilayer DCIs
whose optical layers are based on fixed-grid and flexible-grid
optical networking. The cost-efficient multilayer restoration
schemes to address IP router outages were developed in
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[38]. The authors of [39] tackled the problem of multilayer
planning to protect IP-over-EONs from failures in both the
IP and EON layers. However, since all these studies did not
consider physical-layer vulnerabilities, the multilayerplanning
algorithms developed in them are not security-aware.

The optical layer of a DCI can be affected by anomalies
and attacks. To improve the DCI’s survivability and availability
against random failures and natural disasters, one can resort to
either the proactive scheme that utilizes multilayer protection
planning (e.g., in [35, 38, 39]), or the reactive scheme that tries
to evacuate important data out when service outages happen or
are approaching [40, 41]. Nevertheless, none of these schemes
can address physical-layer attacks, because most of them are
hard-to-detect [11]. For example, a malicious party can achieve
wire-tapping easily by bending an optical fiber and collecting
the leakage signal [25]. Therefore, the authors of [23] laidout
a network security framework to list the potential methods for
dealing with physical-layer attacks. The mentioned methods
tried to manipulate the routing and spectrum assignment
(RSA) schemes of lightpaths such that either the physical-layer
attacks become difficult to launch or their adverse effects can
be minimized [16, 24–28]. However, as they only mitigate the
threats, the possibility of data leakage cannot be eliminated.
Furthermore, because the security-aware RSA schemes need
to avoid certain fiber links or/and reserve spectral guard-bands
frequently, spectrum wastes (e.g., spectrum fragmentation [42,
43]) would be inevitable. Hence, DCI operators also need OTN
encryption technologies2 to protect their sensitive data [21].

The multilayer planning that considers OTN encryption
was first formulated in [22], where the authors laid out the
three architectures for multilayer planning and compared their
CAPEX. Then, in [29], we evaluated the three architectures in
the situation where multilayer restoration needs to be invoked
to address router outages. These two studies did not optimize
the security-aware multilayer planning based on practical
assumptions or jointly consider the three architectures. This
motivated our preliminary study on the topic in [30]. However,
the network model in [30] was still not practical enough,
because it assumed that all the packet flows are sensitive
and need to be encrypted if being sent through untrusted
zone(s). More importantly, we only designed a heuristic whose
performance gap to the exact solution is not bounded.

In this work, we leverage CG to design an approximation
algorithm for the problem. Note that, CG decomposition
is a commonly-used technique to quickly find near-optimal
solutions for NP-hard problems. The studies in [46, 47]
used CG decomposition to solve the network planning with
RSA. We optimized service function chain deployment and
readjustment with CG in [48], and Zhouet al. [49] proposed
a CG-based approach to tackle the multicast provisioning in
mixed-line-rate optical networks. However, even though this
work shares the general procedure of CG decomposition with

2Note that, by when this paper is written, there is no standardOTN
encryption scheme per ITU-T, and all the available commercial offerings for
OTN encryption are proprietary and cannot inter-operate with each other.
Meanwhile, recent research also suggested that DCIs can be architected
without the OTN layer [44] and use the Layer-1 encryption schemes (e.g.,
the one in [45]). This will make the network model different from the one
considered in this work, and will be considered in our futurework.

the algorithms developed in these studies, the actual CG-based
algorithm designs are completely different. This is because for
CG, the master and pricing problems need to be specifically
designed based on the actual optimization problem [31].

III. PROBLEM DESCRIPTION

In this section, we describe the network model, and explain
the problem of multilayer planning that leverages OTN en-
cryption to architect secure packet-over-optical DCIs.

A. Network Model

We model the physical topology of the optical layer as a
graphG(V,E), whereV represents the set of switch nodes
and E is the set of fiber links. Each switch nodev ∈ V

consists of an optical switch built with reconfigurable optical
add-drop multiplexers (ROADMs) and packet layer equipment
(i.e., LCs, ECs and an OTN switch). Here, we assume that
the LCs and ECs can use a few preset capacities [21, 22],
and denote the sets of feasible LC and EC capacities asBLC

andBEC, respectively3. Meanwhile, considering the fact that
each OTN switch may only have a limited number of slots
to hold LCs/ECs, we assume that the number of each type of
LCs/ECs4 on a switch node cannot exceed an upper-limit. We
denote the upper-limits for the LCs/ECs with then-th feasible
LC/EC capacity asMLC

n andMEC
n , respectively. There are two

types of fiber links inE, i.e., the trusted and untrusted ones,
and the untrusted fiber links refer to those on which wire-
tapping can happen. Hence, if one needs to transmit flows
containing sensitive data (i.e., sensitive flows) over untrusted
fiber links, OTN encryption has to be used, while this is not
required if the flows are transmitted over trusted fiber links
or they are non-sensitive. The trusted and untrusted fiber links
formulate trusted and untrusted zones inG(V,E), respectively.

The multilayer planning needs to serve a set of flows from
the packet layer, and we denote the flow set asR. Each flow
ri ∈ R can be represented with a tuple{si, di, bi}, wherei is
its unique index,si anddi denote its source and destination
nodes, respectively, andbi is its bandwidth demand in Gbps.
In this work, we consider two types of flows,i.e., the sensitive
and non-sensitive ones, and denote their sets asRS andRNS,
respectively. We haveRS∩RNS = ∅ andRS∪RNS = R. The
multilayer planning has to let a sensitive flow go through ECs,
if the flow will be transmitted over untrusted fiber link(s).

B. Multilayer Planning with OTN Encryption

Fig. 2 shows an example on the security-aware multilayer
planning considered in this work. The physical topology

3Note that, in addition to the legacy LCs/ECs considered here, some of the
advanced LCs, which are produced recently, have the featureof full-rate line-
encryption [50, 51]. However, if the network planning only considers these
advanced LCs, it will have two drawbacks. Firstly, its universality becomes
limited because operators might still possess legacy LCs/ECs in their existing
systems and inventories. Secondly, its flexibility will be restricted because
with the full-rate line-encryption, the packet flows going through an advanced
LC either all get encrypted or are all transmitted in plaintext. Therefore, a
more generic version of the network planning should consider legacy LCs/ECs
together with the advanced LCs, which will be studied in our future work.

4A type of LCs/ECs refer to the LCs/ECs whose capacities are the same.
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Fig. 2. Example on multilayer planning in consideration of OTN encryption.

consists of6 switch nodes and8 fiber links. Among the
fiber links, two are untrusted and the remaining ones are
trusted. The multilayer planning needs to serve6 flows, i.e.,
R = {ri, i ∈ [1, 6]}, where r6 is a non-sensitive flow and
the rest of the flows are sensitive. Asr1 andr2 are sensitive
flows and both of their destinations areNode5, we first send
r1 through a lightpath betweenNodes1 and 4, then groom it
with r2 onNode4 to share the same EC and LC (i.e., using the
Architecture II in Fig. 1(b)), and finally transmit encrypted r1
andr2 through a lightpath betweenNodes4 and 5 to go across
the untrusted zone. We leverage the Architecture I in Fig. 1(a)
to server3, which means that it gets assigned with dedicated
EC and LC pairs and is transmitted fromNode4 to Node6
with an end-to-end lightpath. With the Architecture III in Fig.
1(c), r4 and r5 first experience separate ECs, and then are
groomed by an LC for being transmitted through the lightpath
from Node2 to Node6. Finally, asr6 is non-sensitive, it does
not need to use ECs to go across the untrusted zone.

To this end, we can see that the multilayer planning needs
to serve sensitive and non-sensitive flows according to their
demands, and choose OTN encryption architectures based on
traffic conditions. The optimization objective is to minimize
the total CAPEX of the multilayer planning. As the multilayer
planning does not change the deployments of OTN switches
and ROADM-based optical switches in the packet-over-optical
network, we consider the total CAPEX as the summation of
the costs from used LCs, ECs, and bandwidth resources.

IV. ILP FORMULATION

This section formulates an ILP model to solve the security-
aware multilayer planning in consideration of OTN encryption.

Parameters:

• G(V,E): the physical topology of the optical layer.

• P : the set of feasible routing paths inG(V,E) for
establishing lightpaths. For each node pairu-v, we pre-
calculateK shortest paths, andpu,vk denotes thek-th path.

• PUT: the set of feasible routing paths that contain untrust-
ed fiber links,i.e., PUT ⊆ P .

• h
u,v
k : the hop-count of thek-th shortest path foru-v.

• R: the set of pending flows from the packet layer, where
the i-th flow is denoted asri(si, di, bi). Each flow ri
belongs to either the sensitive flow setRS or the non-
sensitive flow setRNS, i.e., RS ∪RNS = R.

• BLC: the set of feasible LC capacities, wherebLC
n ∈ BLC

in Gbps is then-th feasible LC capacity.
• BEC: the set of feasible EC capacities, wherebEC

n ∈ BEC

in Gbps is then-th feasible EC capacity.
• cLC

n : the cost of an LC with then-th feasible LC capacity.
• cEC

n : the cost of an EC with then-th feasible EC capacity.
• MLC

n : the largest number of LCs that use then-th feasible
LC capacity and can be deployed on a switch node.

• MEC
n : the largest number of ECs that use then-th feasible

EC capacity and can be deployed on a switch node.

Variables:

• γ
u,v
i : the boolean variable that equals 1 if flowri ∈ R is

routed over a lightpath foru-v, and 0 otherwise.
• ϑ

u,v
i,k : the boolean variable that equals 1 if flowri uses

a lightpath that is routed over thek-th shortest path for
u-v, and 0 otherwise.

• x
u,v
i,j,n: the boolean variable that equals 1 if on switch

node u, flow ri uses thej-th LC, which provides the
n-th feasible capacity and originates a lightpath foru-v,
and 0 otherwise. We assume that each used LC/EC on a
switch node can be referred to with a unique index. For
each lightpath, we need to deploy a pair of LCs at its two
ends. Here, with this variable, we only consider one end
of a lightpath, and thus we will double the total cost of
LCs in the optimization objective in Eq. (1).

• y
u,v
i,j,n: the boolean variable that equals 1 if on switch

nodeu, flow ri uses thej-th EC, which provides then-
th feasible capacity and connects to a lightpath foru-v,
and 0 otherwise. ECs are also deployed in pairs, and their
total cost will be doubled in the objective in Eq. (1) too.

• f
u,v
j,n : the boolean variable that equals 1 if thej-th LC

on switch nodeu provides then-th feasible capacity and
originates a lightpath foru-v, and 0 otherwise.

• g
u,v
j,n : the boolean variable that equals 1 if thej-th EC

on switch nodeu provides then-th feasible capacity and
connects to a lightpath foru-v, and 0 otherwise.

• z
u,v
i,j,n,j′,n′ : the boolean variable that equals 1 if on switch

nodeu, flow ri uses thej-th LC, which provides then-
th feasible capacity, and thej′-th EC, which provides the
n′-th feasible capacity, and the LC and EC connect to a
lightpath foru-v, and 0 otherwise.

• w
u,v
j,n,j′,n′ : the boolean variable that equals 1 if on switch

node u, one or more flows use thej-th LC, which
provides then-th feasible capacity, and thej′-th EC,
which provides then′-th feasible capacity, and the LC
and EC connect to a lightpath foru-v, and 0 otherwise.

Objective:
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The optimization objective is to minimize the total cost from
the used LCs, ECs, and bandwidth resources.

Minimize 2 ·
∑

u,v∈V





|BLC|
∑

n=1

c
LC
n ·

∑

j

f
u,v
j,n +

|BEC|
∑

n=1

c
EC
n ·

∑

j

g
u,v
j,n





+ α ·

|R|
∑

i=1

bi ·

(

∑

u,v∈V

K
∑

k=1

ϑ
u,v

i,k · hu,v

k

)

,

(1)
whereα is the unit cost of using 1 Gbps per fiber hop.

Constraints:
1) Constraints for Flow Routing over Lightpaths:

∑

v∈V

(γu,v
i − γ

v,u
i ) =











1, u = si

−1, u = di

0, otherwise

, ∀ri ∈ R. (2)

Eq. (2) ensures that the routing of each flowri over lightpaths
in the optical layer satisfies the flow conservation condition.

K
∑

k=1

ϑ
u,v

i,k = γ
u,v
i , ∀ri ∈ R, ∀u, v ∈ V. (3)

Eq. (3) ensures that each flow uses one and only one lightpath
when being transmitted between a node pair.

2) Constraints for LC Deployments:

|BLC|
∑

n=1

∑

j

x
u,v
i,j,n = γ

u,v
i , ∀ri ∈ R, ∀u, v ∈ V. (4)

Eq. (4) ensures that each flow uses one and only one LC to
go through a lightpath.

|R|
∑

i=1

bi · x
u,v
i,j,n ≤ b

LC
n , ∀u, v ∈ V, j, n ∈ [1, |BLC|]. (5)

Eq. (5) ensures that total bandwidth demand of the flows using
a same LC does not exceed the capacity of the LC.

f
u,v
j,n ≤

|R|
∑

i=1

x
u,v
i,j,n, ∀u, v ∈ V, j, n ∈ [1, |BLC|], (6)

f
u,v
j,n ≥ x

u,v
i,j,n, ∀ri ∈ R, ∀u, v ∈ V, j, n ∈ [1, |BLC|], (7)

∑

j

∑

u∈V

f
u,v
j,n ≤ M

LC
n , ∀n ∈ [1, |BLC|], {v : v ∈ V, v 6= u}. (8)

Eqs. (6)-(8) ensure that on each switch node, the number of
used LCs, which provides the same feasible capacity, does not
exceed the preset upper-limit.

3) Constraints for EC Deployments:

|BEC|
∑

n=1

∑

j

y
u,v

i,j,n =
∑

{k:p
u,v
k

∈PUT}

ϑ
u,v

i,k , ∀ri ∈ RS. (9)

Eq. (9) ensures that each sensitive flow uses one and only
one EC to go through a lightpath, if the lightpath routes over
untrusted fiber link(s).

|R|
∑

i=1

bi · y
u,v
i,j,n ≤ b

EC
n , ∀u, v ∈ V, j, n ∈ [1, |BEC|]. (10)

Eq. (10) ensures that total bandwidth demand of the flows
using a same EC does not exceed the capacity of the EC.

g
u,v

j,n ≤

|R|
∑

i=1

y
u,v

i,j,n, ∀u, v ∈ V, j, n ∈ [1, |BEC|], (11)

g
u,v
j,n ≥ y

u,v
i,j,n, ∀ri ∈ R, ∀u, v ∈ V, j, n ∈ [1, |BEC|], (12)

∑

j

∑

u∈V

g
u,v
j,n ≤M

EC
n , ∀n ∈ [1, |BEC|], {v : v ∈ V, v 6= u}. (13)

Eqs. (11)-(13) ensure that on each switch node, the number
of used ECs, which provides the same feasible capacity, does
not exceed the preset upper-limit.

4) Constraints for Mappings among Flows, LCs and ECs:

x
u,v
i,j,n + y

u,v

i,j′,n′ − 1 ≤ z
u,v

i,j,n,j′,n′ , ∀ri ∈ R, ∀u, v ∈ V,

∀j, j′, ∀n ∈ [1, |BLC|], n′ ∈ [1, |BEC|],
(14)

z
u,v

i,j,n,j′,n′ ≤ y
u,v

i,j′,n′ , ∀ri ∈ R, ∀u, v ∈ V,

∀j, j′, ∀n ∈ [1, |BLC|], n′ ∈ [1, |BEC|],
(15)

z
u,v

i,j,n,j′,n′ ≤ x
u,v
i,j,n, ∀ri ∈ R, ∀u, v ∈ V,

∀j, j′, ∀n ∈ [1, |BLC|], n′ ∈ [1, |BEC|].
(16)

Eqs. (14)-(16) ensure that each combination of used LC and
EC gets assigned to the flows correctly (i.e., according to one
of the architectures in Fig. 1).

w
u,v

j,n,j′ ,n′ ≤

|R|
∑

i=1

z
u,v

i,j,n,j′,n′ , ∀u, v ∈ V,

∀j, j′, ∀n ∈ [1, |BLC|], n′ ∈ [1, |BEC|],

(17)

w
u,v

j,n,j′ ,n′ ≥ z
u,v

i,j,n,j′,n′ , ∀ri ∈ R, ∀u, v ∈ V,

∀j, j′, ∀n ∈ [1, |BLC|], n′ ∈ [1, |BEC|],
(18)

|BEC|
∑

n′=1

∑

j′

w
u,v

j,n,j′,n′ · b
EC
n′ ≤ b

LC
n , ∀u, v ∈ V, ∀j, n ∈ [1, |BLC|],

(19)
|BLC|
∑

n=1

∑

j

w
u,v

j,n,j′,n′ ≤ 1, ∀u, v ∈ V, j
′
, n

′ ∈ [1, |BEC|]. (20)

Eqs. (17)-(20) ensure that the total capacity of the ECs, which
connect to a same LC, does not exceed the capacity of the LC,
and if an EC is used by one or more flows (e.g., in Architecture
II), these flows have to be assigned to a same LC. This is
because the three architectures in Fig. 1 suggest that we cannot
map the flows going through an EC to multiple LCs, but the
other way around is permitted (i.e., in Architecture III). Note
that, the joint considerations of the three architectures in Fig.
1 in the ILP are enforced by the constraints in Eqs. (14)-(20).

Theorem 1. The optimization described by the aforemen-
tioned ILP model isNP-hard.

Proof: We prove theNP-hardness of the optimization by
restriction, i.e., restricting away several of its aspects until a
knownNP-hard problem appears [52]. First of all, we apply
the restriction to setα = 0 and {cEC

n = 0, ∀n ∈ [1, |BEC|]},
which means that the bandwidth resources and ECs are free
when counting the total CAPEX. Hence, the arrangements
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related to them become irrelevant to the optimization. Sec-
ondly, we restrict the number of feasible LC capacities to
be |BLC| = 1. Finally, we restrict the physical topology
G(V,E) to only contain two switch nodes and one fiber link
between them. Then, the optimization gets transformed into
the problem that given a set of pending flowsR, how to
groom and transmit them with the least number of fixed-
capacity LCs? If we treat the flows as items and the LCs as
bins, the problem is just the general case of the bin packing
problem [53], which is known to beNP-hard. To this end,
since a special case of the optimization described by the ILP
model is the general case of a knownNP-hard problem, we
prove that the problem of security-aware multilayer planning
in consideration of OTN encryption isNP-hard as well.

V. COLUMN GENERATION BASEDAPPROXIMATION

ALGORITHM

In this section, we propose a novel CG model based on
the ILP model formulated in the previous section, and lever-
age it to design an approximation algorithm for solving the
optimization time-efficiently and with performance guarantee.

A. Overall Procedure of CG-based Approach

By checking the variables of the ILP in Section IV, we
can see that for each flow, its provisioning scheme actually
includes the related deployment of LCs and ECs and its
routing scheme over lightpaths. Hence, if we denote a feasible
provisioning scheme of a flow as one columnc and get the
column setCi for each flowri ∈ R, we can leverage CG
to optimize the selections of columns in iterations to find a
near-optimal solution. The overall procedure of our proposed
approximation algorithm is shown inAlgorithm 1. It follows
the general principle of CG (i.e., the simplex method [31]).

Specifically, we first decompose the original optimization
into a master problem and a pricing problem. Then, the master
problem is transformed into a restricted master problem (RMP)
whose variables are real and fewer than those in the master
problem. As the optimal solution of the RMP might not be
the one that we intend to get in the end, we use the pricing
problem to check whether by adding the variables, which are in
the master problem but not included in the RMP currently, in
the RMP can reduce the objective of the RMP (i.e., the original
optimization is for minimization). If yes, we add the variables
in the RMP, and update the pricing problem accordingly. This
procedure is repeated in iterations until we cannot reduce the
RMP’s objective by adding the variables of the master problem
in it. At this moment, the optimal solution of the RMP is
just the near-optimal solution of the original optimization [31],
with a bounded approximation ratio.

In Algorithm 1, Lines 1-9 are for the initialization. Here,
Line 1 defines all the parameters to represent a columnc,
which denotes a feasible provisioning scheme of each flow.
In Lines 2-4, we decompose the original ILP into a master
problem and a pricing problem, and formulate two ILP models
for them, respectively. Then, the for-loop that coversLines
5-9 initializes the column set{Ci, ∀ri ∈ R}. Specifically,
for each flow∀ri ∈ R, Line 7 uses a heuristic to obtain

its initial provisioning scheme for the column construction.
Here, we modify the CAG-based heuristic designed in [30] to
obtain the heuristic used inLine 7. With the initial column
set {Ci, ∀ri ∈ R}, Line 10 constructs the RMP, which is
actually the linear programming (LP) relaxation of the ILP
for the master problem (ILP-MP).

Next, the while loop leverages CG to solve the problem
(Lines 11-23). Line 12 solves the RMP, which can be done
in polynomial-time with the ellipsoid algorithm [54]. Then,
the for-loop coveringLines13-18 generates a new column for
each flow. Here, the ILP for the pricing problem (ILP-PP) is
solved for each flow to get an objective valueQi (Line15), and
we leverage the ILP-PP’s solution to generate a new column
for the flow (Line 16). Line 19 updates the RMP with the
newly-generated columns, andLines20-22 check whether the
minimum objective value of all the ILP-PPs is larger than or
equal to zero. If yes, it means that the CG procedure cannot
find a better solution with more iterations, and thus the while-
loop of Lines 11-23 should be terminated. Finally, with the
most updated column set{Ci, ∀ri ∈ R}, Lines 24-25 get a
near-optimal solution of the original problem.

B. Representation of a Column

We introduce the following parameters to represent a colum-
n c, which is a feasible provisioning scheme of a flowri ∈ R
(i.e., including the related deployment of LCs and ECs and
the flow’s routing scheme over lightpaths).

Parameters:
• x

u,v
i,c,j,n: the boolean that equals 1, if the provisioning

scheme in columnc shows that on nodeu, flow ri ∈ R
uses thej-th LC, which provides then-th feasible capac-
ity and originates a lightpath foru-v, and 0 otherwise.

• y
u,v
i,c,j,n: the boolean that equals 1, if the provisioning

scheme in columnc shows that on nodeu, flow ri uses
the j-th EC, which provides then-th feasible capacity
and connects to a lightpath foru-v, and 0 otherwise.

• z
u,v
i,c,j,n,j′,n′ : the boolean that equals 1, if columnc

indicates that on nodeu, flow ri uses thej-th LC, which
provides then-th feasible capacity, and thej′-th EC,
which provides then′-th feasible capacity, and the LC
and EC connect to a lightpath foru-v, and 0 otherwise.

• bi,c: the integer that indicates the bandwidth usage of flow
ri with the provisioning scheme in columnc, in Gbps
multiplying fiber hops.

C. Master Problem

We decompose the original problem in Eqs. (1)-(20) into a
master problem and a pricing problem. To reduce the time
complexity of the problem-solving, we formulate the ILP
model of the master problem (ILP-MP) as follows, to optimize
the provisioning schemes of the flows inR within the solution
space that only contains the existing columns ({Ci, ∀ri ∈ R}).

Variables:
• λi,c: the boolean variable that equals 1 if flowri uses the

provisioning scheme depicted byc ∈ Ci, and 0 otherwise.
• f

u,v
j,n , gu,vj,n andw

u,v
j,n,j′,n′ : the boolean variables that still

bear the definitions in the original ILP.



7

Algorithm 1: CG-based Approximation Algorithm

1 define the parameters to represent a columnc;
2 decompose the ILP model in Eqs. (1)-(20) into a master

problem and a pricing problem;
3 formulate the ILP model for master problem (ILP-MP);
4 formulate the ILP model for pricing problem (ILP-PP);
5 for each flowri ∈ R do
6 Ci = ∅;
7 obtain a feasible provisioning scheme forri with a

heuristic, and generate a columnc for ri based on
the provisioning scheme;

8 insertc into Ci;
9 end

10 build the LP relaxation of ILP-MP with{Ci, ∀ri ∈ R}
to get a RMP;

11 while TRUE do
12 solve the RMP to obtain values of the primal and

dual variables;
13 for each flowri ∈ R do
14 update the ILP-PP ofri based on RMP’s solution;
15 solve the ILP-PP to get an objective valueQi;
16 generate a new columnc with ILP-PP’s solution;
17 insertc into Ci;
18 end
19 update the RMP with{Ci, ∀ri ∈ R};
20 if min

ri∈R
(Qi) ≥ 0 then

21 break;
22 end
23 end
24 use{Ci, ∀ri ∈ R} to build an ILP-MP;
25 solve the ILP-MP to obtain the final solution;

Objective:
The optimization objective is still to minimize the total cost

from the used LCs, ECs, and bandwidth resources, but only
with the existing columns,i.e., {Ci, ∀ri ∈ R}.

Minimize 2 ·
∑

u,v∈V





|BLC|
∑

n=1

c
LC
n ·

∑

j

f
u,v
j,n +

|BEC|
∑

n=1

c
EC
n ·

∑

j

g
u,v
j,n





+ α ·

|R|
∑

i

∑

c∈Ci

bi,c · λi,c.

(21)

Constraints:
The constraints are listed as follows. For the constraints that

are directly related to variables{λi,c}, we define their corre-
sponding dual variables in “()”, which provide the reduced cost
on the objective in Eq. (21). We define negative dual variables
for the constraints whose inequations have the relation of “≤”,
and thus all the dual variables will not be smaller than0.

∑

c∈Ci

λi,c = 1, ∀ri ∈ R, (εi). (22)

Eq. (22) ensures that each flow only uses the provisioning

scheme described by one column.

|R|
∑

i=1

∑

c∈Ci

x
u,v

i,c,j,n · bi · λi,c ≤ b
LC
n , ∀u, v ∈ V, j,

∀n ∈ [1, |BLC|], (−φu,v
j,n ).

(23)

|R|
∑

i=1

∑

c∈Ci

y
u,v

i,c,j,n · bi · λi,c ≤ b
EC
n , ∀u, v ∈ V, j,

∀n ∈ [1, |BEC|], (−ψu,v
j,n ).

(24)

Eqs. (23)-(24) ensure that the capacity constraint of each used
LC and EC is satisfied.

∑

c∈Ci

x
u,v
i,c,j,n · λi,c ≤ f

u,v
j,n , ∀ri ∈ R,∀u, v ∈ V, j,

∀n ∈ [1, |BLC|], (−χu,v
i,j,n),

(25)

∑

j

∑

u∈V

f
u,v

j,n ≤M
LC
n , ∀n ∈ [1, |BLC|], ∀v ∈ V. (26)

Eqs. (25)-(26) ensure that on each switch node, the number
of used LCs, which provides the same feasible capacity, does
not exceed the preset upper-limit.

∑

c∈Ci

y
u,v
i,c,j,n · λi,c ≤ g

u,v
j,n , ∀ri ∈ R, ∀u, v ∈ V, j,

∀n ∈ [1, |BEC|], (−ϕu,v

i,j,n),

(27)

∑

j

∑

u∈V

g
u,v
j,n ≤M

EC
n , ∀n ∈ [1, |BEC|], ∀v ∈ V. (28)

Eqs.(27)-(28) ensure that on each switch node, the number of
used ECs, which provides the same feasible capacity, does not
exceed the preset upper-limit.

|R|
∑

i=1

∑

c∈Ci

z
u,v

i,j,n,j′,n′ · λi,c ≥ w
u,v

j,n,j′,n′ , ∀u, v ∈ V,

∀j, j′, ∀n ∈ [1, |BLC|], n′ ∈ [1, |BEC|], (τu,v
j,n,j′,n′),

(29)

∑

c∈Ci

z
u,v

i,j,n,j′,n′ · λi,c ≤ w
u,v

j,n,j′,n′ , ∀ri ∈ R, ∀u, v ∈ V,

∀j, j′, ∀n ∈ [1, |BLC|], n′ ∈ [1, |BEC|], (−ξu,v
i,j,n,j′,n′),

(30)

|BEC|
∑

n′=1

∑

j′

w
u,v

j,n,j′,n′ · b
EC
n′ ≤ b

LC
n , ∀u, v ∈ V, ∀j, n ∈ [1, |BLC|],

(31)

|BLC|
∑

n=1

∑

j

w
u,v

j,n,j′,n′ ≤ 1, ∀u, v ∈ V, j
′
, n

′ ∈ [1, |BEC|]. (32)

Eqs. (29)-(32) ensure that the total capacity of the ECs, which
connect to a same LC, does not exceed the capacity of the
LC, and if an EC is used by one or more flows, these flows
have to be assigned to a same LC.
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D. Pricing Problem

In Algorithm 1, we try to reduce the total cost in Eq. (21)
by solving the ILP of the pricing problem (ILP-PP) for each
flow. If this can be achieved, there is at least one objective
value Qi < 0. Then, we get|R| new columns based on
the solutions of the ILP-PPs, which will be inserted into the
existing columns ({Ci, ∀ri ∈ R}). Otherwise, the iterations in
the CG should be terminated. Based on these considerations,
we design the ILP-PP of each flowri ∈ R as follows.

Variables:
• γ

u,v
i , ϑ

u,v
i,k , x

u,v
i,j,n, y

u,v
i,j,n, and z

u,v
i,j,n,j′,n′ : the boolean

variables that still bear the definitions in the original ILP.

The relations between these variables and the parameters de-
fined to represent a columnc (i.e., xu,v

i,c,j,n, yu,vi,c,j,n, zu,vi,c,j,n,j′,n′ ,
andbi,c) are as follows.

x
u,v

i,c,j,n = x
u,v

i,j,n, ∀ri ∈ R, u, v ∈ V, j, n ∈ [1, |BLC|], (33)

y
u,v

i,c,j,n = y
u,v

i,j,n, ∀ri ∈ R, u, v ∈ V, j, n ∈ [1, |BEC|], (34)

z
u,v

i,c,j,n,j′,n′ = z
u,v

i,j,n,j′,n′ , ∀ri ∈ R, u, v ∈ V,

∀j, j′, ∀n ∈ [1, |BLC|], n′ ∈ [1, |BEC|],
(35)

Eqs. (33)-(35) ensure that in each iteration of the CG, we only
consider one provisioning scheme of each flowri ∈ R.

bi,c =
∑

u,v∈V

K
∑

k=1

ϑ
u,v

i,k · hu,v

k · bi, ∀ri ∈ R. (36)

Eq. (36) gets the bandwidth usage of flowri with the provi-
sioning scheme in columnc, in Gbps multiplying fiber hops.

Objective:
Based on the relations between the primal and dual prob-

lems, the reduced cost achieved byλi,c for each flowri ∈ R
can be calculated as

α · bi,c − εi +
∑

u,v∈V

∑

j,n

(

φ
u,v
j,n · bi + χ

u,v
i,j,n

)

· xu,v
i,c,j,n

+
∑

u,v∈V

∑

j,n

(

ψ
u,v
j,n · bi + ϕ

u,v
i,j,n

)

· yu,vi,c,j,n

+
∑

u,v∈V

∑

j,n

∑

j′,n′

(

ξ
u,v

i,j,n,j′,n′ − τ
u,v

j,n,j′,n′

)

· zu,v
i,c,j,n,j′,n,

.

(37)

Then, by putting Eqs. (33)-(36) into (37), we can get the
objective of the pricing problem as

Minimize Qi = α ·
∑

u,v∈V

∑

k

ϑ
u,v

i,k · hu,v

k · bi − εi

+
∑

u,v∈V

∑

j,n

β
u,v
i,j,n · xu,v

i,j,n +
∑

u,v∈V

∑

j,n

β̂
u,v
i,j,n · yu,vi,j,n

+
∑

u,v∈V

∑

j,n

∑

j′,n′

β̃
u,v

i,j,n,j′,n′ · z
u,v

i,j,n,j′,n′ ,

(38)
where we simplify the expression with the following notations











β
u,v
i,j,n = φ

u,v
j,n · bi + χ

u,v
i,j,n,

β̂
u,v

i,j,n = ψ
u,v

j,n · bi + ϕ
u,v

i,j,n,

β̃
u,v

i,j,n,j′ ,n′ = ξ
u,v

i,j,n,j′,n′ − τ
u,v

j,n,j′,n′ .

(39)

Constraints:
The ILP-PP reuses the constraints in Eqs. (2)-(4), (9), and

(14)-(16) defined in the original ILP. Additionally, we define

the following constraints to ensure that the capacity constraint
of each used LC and EC is satisfied.

bi · x
u,v
i,j,n ≤ b

LC
n , ∀ri ∈ R, u, v ∈ V, j, n ∈ [1, |BLC|], (40)

bi · y
u,v
i,j,n ≤ b

EC
n , ∀ri ∈ R, u, v ∈ V, j, n ∈ [1, |BEC|]. (41)

Finally, by double-checking the ILP-PP, we can see that it
is essential to find the least-cost lightpath routing schemefor
each flow, provided that the LC and EC deployments have
been determined in advance. This is equivalent to finding
the least-weighted routing path in a weighted graph, which
can be solved exactly by leveraging the well-known Dijkstra
algorithm with linear time complexity. Therefore, the time
complexity of Algorithm 1 can be further reduced by using
the Dijkstra algorithm to solve the optimization in ILP-PP in
Line 15, instead of solving the ILP-PP directly.

E. Complexity Analysis and Approximation Ratio

According to the principle of CG, the maximum number
of iterations that the while-loop ofLines 11-22 in Algorithm
1 needs to run is finite [31], and it can be denoted asImax.
Note that, the actual value ofImax is normally two to several
hundred, and we will discuss it with the simulations in the next
section. Hence,Lines1-23 inAlgorithm1 can be accomplished
in polynomial-time. This is because all the major steps in
it can be finished in polynomial-time. For instance, solving
the LP relaxation of ILP-MP inLine 12 can be done in
polynomial-time [54], and the ILP-PP can be solved exactly
by leveraging the Dijkstra algorithm whose time complexity
is O(V 2). Algorithm 1 needs to solve the ILP-MP inLine
24, which is the only part in the algorithm that might not
be accomplished in polynomial-time. Nevertheless, compared
with the original ILP in Section IV, the ILP-MP is much
more compact. Specifically, the original ILP has much more
constraints and variables than the ILP-MP, and the differences
on constraints and variables are(4 · |R| · |V |+ (2 + |BLC|+
|BEC|+ |BLC| · |BEC|) · |R| · |V |2) and((1 +K) · |R| · |V |2 +
(|BLC| + |BEC| + |BLC| · |BEC|) · |R| · |V |2 − |R| · |Ci|),
respectively. These differences make sure that the ILP-MP can
be solved much more time-efficiently than the original ILP. In
the next section, we will use simulations to further investigate
the time-complexity ofAlgorithm 1.

With the final integer solution provided byAlgorithm1 and
the real number solution of the corresponding LP relaxation,
we can calculate the objective values with Eq. (1) and denote
them asΦ andΦLP, respectively.

Theorem 2. Algorithm 1 is an approximation algorithm for
the security-aware multilayer planning problem defined with
the ILP in Section IV, and its approximation ratio is upper-
bounded byΦ−ΦLP

ΦLP
.

Proof: We first assume that the objective value calculated
with the exact solution of the ILP isΦ∗. As the original
problem is for minimization, the objective value from the LP
relaxation of ILP-MP (i.e., ΦLP) provides a lower-bound on
Φ∗. Meanwhile, the solution fromAlgorithm 1 is feasible for
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Fig. 3. NSFNET topology considered in simulations.

the original problem, and thusΦ gives an upper-bound onΦ∗.
The approximation ratio ofAlgorithm 1 can be computed as

η =
Φ− Φ∗

Φ∗
≤

Φ− ΦLP

ΦLP
, (42)

which proves the upper-bound of the approximation ratio.

VI. PERFORMANCEEVALUATIONS AND DISCUSSIONS

In this section, we use numerical simulations to evaluate the
performance of our proposed algorithms.

A. Simulation Setup

Our simulations consider two physical topologies,i.e., a
small six-node one as shown in Fig. 2 and the NSFNET
topology in Fig. 3. We evaluate three algorithms, which are 1)
the one that directly solves the ILP model in Section IV, 2) the
CG-based approximation algorithm, and 3) a heuristic that is
developed by modifying the collapsed auxiliary graph (CAG)
based algorithm in [30] and making it adapt to the network
model of this work. Specifically, the CAG-based heuristic
serves flows in descending order of their bandwidth demands,
while for each flow, it first builds a CAG based on the
current network status, and then based on the CAG, it deploys
LCs/ECs for the flow and finalizes the flow’s provisioning
scheme. All the three algorithms are compared with the small-
scale topology, while due to the time complexity of solving
the ILP directly, we do not run it with the NSFNET topology.

According to [22], we assume that the feasible capacities of
LCs and ECs areBLC = BEC = {40, 100, 400} Gbps, while
the unit costs of corresponding LCs and ECs are{1, 2, 4} and
{2, 4, 8}, respectively. The largest numbers of LCs and ECs
that can be deployed on each switch node are assumed to be
within [2, 8], depending on the traffic conditions. For each flow
ri, its sourcesi and destinationdi are randomly selected, and
bandwidth demandbi uniformly distributes within[25, 200]
Gbps. We setα = 0.01 in the objective in Eq. (1) to balance
the importance of the cost of LCs and ECs and that of
bandwidth resources5. To ensure the statistical accuracy of the

5Note that, due to the lack of necessary information, we cannot get the costs
of LCs, ECs and bandwidth resources in reality. However, as our optimization
only uses them as parameters, its performance will not be affected by them,
i.e., it can minimize the total CAPEX of the network planning for an arbitrary
setting of the costs. We also hope to point out that in real-world networks, the
cost of the service on an LC might depend not only on the service’s data-rate
but also on the LC’s line-rate. However, for simplicity, we assume that the
service cost is independent of an LC’s line-rate in this work.
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Fig. 4. Results on total CAPEX with six-node topology.

simulations, we get each data point by averaging the results
from 10 independent runs. The simulations are carried out on
a computer with 4.00 GHz Intel i7-6700K CPU and 64 GB
memory, and we implement the algorithms with C++ and use
the Gurobi toolbox [55] to solve the ILP and CG models.

B. Small-scale Tests

The small-scale tests use the six-node topology as the
physical topology, where the trusted and untrusted zones are
shown in Fig. 2. We randomly select20% of the flows inR
and mark them as sensitive flows (RS), while the remaining
ones are non-sensitive (RNS). Fig. 4 plots the results on total
CAPEX from the three algorithms, and there are two curves
for the CG, which are “CG” and “CG-LP”. Here, CG refers to
the final solution from the CG model, while CG-LP stands for
the solution of the RMP,i.e., the lower-bound on the optimal
solution. We can see that when the number of traffic flows is
as small as10, all the algorithms perform similarly, but when
the number of flows increases, CG still outputs the results that
can approximate the optimal ones provided by ILP, and has
more distinct advantages over CAG. This is because CAG,
as a heuristic, can easily be trapped by local optima when
the problem’s scale becomes larger, and thus cannot follow
the trend of ILP as CG does. Because CG-LP only provides
a lower-bound on the total CAPEX but its solution is not a
feasible one to the original problem, the solution of ILP is
always in between those of CG and CG-LP. In other words, the
gaps between the results of CG and CG-LP are always larger
than those of CG and ILP, which satisfy the approximation
ratio derived in Eq. (42). Hence, we can use CG-LP as a
baseline to evaluate CG when ILP becomes intractable to solve
the optimization in large-scale topologies.

Table I lists the running time of the algorithms. As expected,
CAG is the most time-efficient one. It can be seen that the
running time of ILP is shorter than CG when the number of
flows is 16 or less. This is because the ILP can be directly
solved in one shot, while CG runs in iterations to approximate
the optimal solution. However, when the number of flows
keeps increasing, the running time of ILP increases much
faster than that of CG, and becomes more than one magnitude
longer when we have|R| = 40 flows to plan.
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TABLE I
AVERAGE RUNNING T IME PER FLOW WITH SIX -NODE TOPOLOGY

(SECONDS)

Number of Flows (|R|) CAG CG-LP CG ILP

10 0.0035 0.1279 0.1298 0.5025

16 0.0023 0.1266 0.1311 0.7438

22 0.0020 0.1483 0.1544 1.5500

28 0.0019 0.1799 0.1816 6.7366

34 0.0021 0.2124 0.2607 8.4018

40 0.0027 0.2278 0.2714 56.0494
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Fig. 5. Results on total CAPEX with NSFNET topology.

C. Large-scale Tests

We then use the NSFNET topology in Fig. 3, where the
untrusted zone consists of10 fiber links, to evaluate the
algorithms with problems whose sizes are relatively large.
The ratio of sensitive flows (RS) in R is still 20%, while
the remaining80% are non-sensitive ones (RNS).

Fig. 5 shows the results on the total CAPEX, which indi-
cates that the results of CG are still always smaller than those
of CAG, as the number of flows increases. According to Eq.
(42), the upper-bound of the CG’s approximation ratio can
be obtained by checking the gaps between the results of CG
and CG-LP. The convergence performance of CG for the case
where there are|R| = 100 flows is shown in Fig. 6, which
indicates that CG converges quickly after∼100 iterations and
the approximation ratio isη ≤ 20%.

Meanwhile, we have to admit that the superior performance
of CG is obtained at the expense of increased time complexity.
Table II lists the running time of the algorithms, and because
the scale of the problem becomes much larger in the NSFNET
topology, CG takes more time to converge and deliver an
approximation solution. Although the running time of CG is
longer than that of CAG, it is still relatively short and thusis
acceptable for our network planning problem. In the meantime,
the results in Fig. 5 indicate that when the scale of the network
planning problem increases, CG can still get a reasonably good
approximation ratio. Therefore, with the results in Fig. 5 and
Table II, we can conclude that our CG-based approximation
algorithm has reasonably good scalability.

To further analyze the performance of CG, we plot the total
costs of LCs and ECs in Fig. 7. It can be seen that when the
number of flows increases, both of the algorithms need to use
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Fig. 6. Convergence performance of CG with NSFNET topology (R = 100).

TABLE II
AVERAGE RUNNING T IME PER FLOW WITH NSFNET TOPOLOGY

(SECONDS)

Number of Flows (|R|) CAG CG-LP CG

50 0.108 1.272 1.282

75 0.122 1.837 1.896

100 0.105 2.355 2.684

125 0.106 3.840 4.596

150 0.104 4.677 5.486

175 0.102 5.215 5.623

more LCs and ECs to ensure effective traffic grooming and
routing, but CG can always use smaller numbers of LCs and
ECs to serve all the flows. We then fix the number of flows
as|R| = 50 but change the proportion of sensitive flows inR
to evaluate the algorithms in more aspects. Fig. 8 shows how
the total CAPEX and total cost of ECs and LCs change with
the proportion of sensitive flows. To plan more sensitive flows,
the algorithms need to deploy more ECs and LCs to ensure
the security requirements, but CG makes better decisions on
traffic grooming and thus can provide smaller costs on them.

Finally, we hope to point out that results on total CAPEX in
Fig. 5 already show the gap between CAG and CG increasing
with the number of flows to plan. This suggests that as a
heuristic, CAG cannot ensure a bounded performance gap
to the exact solution. To further verify this claim, we set
up simulations to make more flows share the same source-
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Fig. 7. Results on total cost of ECs and LCs with NSFNET topology.



11

20 30 40 50 60 70

Proportion of Sensitive Flows (%)

0

100

200

300

400

500

600

C
o
s
ts

 o
f 

E
C

s
 a

n
d
 L

C
s
 (

U
n
it
s
)

CG

CAG

CG

CAG

0

100

200

300

400

500

600

T
o
ta

l 
C

A
P

E
X

s
 (

U
n
it
s
)

Fig. 8. Results on total CAPEX and cost of ECs and LCs (|R| = 50).
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Fig. 9. Results on total CAPEX with NSFNET topology (specialspatial
distribution of flows).

destination pairs, and plot the results on total CAPEX in Fig. 9.
It can be seen that with this special spatial distribution offlows,
the gaps between CAG and CG are much larger than those in
Fig. 5, while the gaps between CG and CG-LP stay almost
unchanged. Therefore, although CAG has the advantage on
time complexity, its gap to the exact solution is divergent and
thus cannot deliver any performance guarantee. Meanwhile,
we hope to point out that the time-efficiency of CG can be
further improved if we simplify the formulations of the ILP
and CG, which will be considered in our future work.

VII. C ONCLUSION

In this paper, we studied the problem of security-aware mul-
tilayer network planning in consideration of OTN encryption,
for architecting secure packet-over-optical networks. Wefirst
formulated an ILP model to solve the problem exactly. Then,
to reduce the time complexity, we proposed a CG model and
developed an approximation algorithm based on it. Simulation
results showed that our CG-based approximation algorithm is
much more time-efficient than solving the ILP directly, and it
also outperforms the existing CAG-based heuristic in termsof
total CAPEX and costs of used LCs and ECs.
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