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Abstract—This article discusses DeepMDR, which is a deep scenario. They allocated at least one controller to eachaitom
learning (DL) assisted control plane (CP) system to realize (j.e, the domain controller), and organized the controllers
scalable and protocol-independent path computation in mul- in either the peer-to-peer (P2P) or hierarchical manneys [4

domain packet networks. We develop DeepMDR based on ONOS, . .
make it support protocol-oblivious forwarding (POF) in the data 5]. The P2P architecture lets domain controllers collateora

plane (DP) and facilitate a hierarchical CP architecture fa multi- ~ distributedly to calculate and set up cross-domain paths [4
domain operations, and propose a DL model to achieve fast and Although the P2P architecture can guarantee the autonomy of
high-quality path computation in each domain. Simulation results  each domain, the efficiency of NC&M can be improved if we
verify that our DL-assisted routing module achieves bettetrade- adopt the hierarchical architecture [5], which places @alo

off between path computation time and routing performance han troller t ise the d . troll
existing approaches. The effectiveness of our proposed OBdDR controller to supervise the domain controfiers.

is also demonstrated with experiments, which show that it sees However, most of the existing multi-domain-capable CP
inter-domain flow requests quickly with a processing capac¢y of systems were developed based on OpenFlow, which is known
~166,000 messages/sec or higher. to be protocol-dependent. Specifically, as OpenFlow defines
I ndex Terms—Deep |earning (DL)7 Software-defined network- the match fields and actions based on eXiSting network prOtO-
ing (SDN), Multi-domain networks, Network automation. cols, the CP systems based on it have difficulty to be future-

proof (i.e, new protocols cannot be introduced on-demand).
This issue can be resolved by considering the programmable
. data plane (PDP), which enables an operator to customize the
VER past decades, both the number of network devic dcket processing pipelines in switches. PDP can be realize

\Jand the volume of traffic in the Internet have beefyy, yhe programming protocol-independent packet pramsss
increasing dramatically. This complicates the tasks ofvogt (P4) [6] or protocol-oblivious forwarding (POF) [7]. Here,

control and management (NC&M) in at least two aSpdgE’ P4 defines the methods for writing and compiling packet
they need to manage more apd more cpnnected dewc_es, essing programs, and with POF, one can program a PDP
satisfy more sophisticated quality-of-service (Q0S) dedsan  ¢\itch in runtime by installing protocol-oblivious flow tes

a timely manner [1, 2]. Hence, people are seeking for seJabl 4 constructing packet processing pipelines with them.
efficient, and intelligent NC&M techniques. Following this | 44dition to supporting PDP, another important NC&M

trend, software-defined networking (SDN) was proposed [3lqy for a multi-domain-capable CP system to address is path
which decouples the control plane (CP) and data plane (D mputation. Note that, path computation can be challengin

of a network to enhance network programmability. AthougR, 546 scale networks. For instance, the path computatio
the initial Success Of. SDN has confirmed its great pqtenU%In optical network needs to solve the well-known routing and
further studies are still necessary to address the reqairem spectrum assignment (RSA) problem [8—10], which is known
from practical_ implementations. For instance_, the dgsngR) to be intractable for large-scale problems. Meanwhile p
needs to be improved to adapt to the multi-domain scenagigy, o ation in a packet network can also be complex, when a
that divides the DP into multiple administrative domains. 540 of flows need to be served simultaneously in a relgtivel
The rationale behind considering the multi-domain scemarllarge topology, or/and sophisticated end-to-end QoS déman
is multi-fold. Specifically, it handles the situation whettee | v 1 pe satisfied [11, 12]. Hence, we need to consider
DP elements are operated by multiple operators, ensufgsy,,ys other than conventional optimization techniquoes t
the scalability of NC&M when the DP consists of many, e the path computation in a large multi-domain network.
network elements or/and covers a relatively large geodeabh pacently, deep learning (DL) has demonstrated its powerful
area, and resolves the inter-operability issues when YeWo ., apiity on making timely and smart decisions to tackieo
network elements from different vendors. Previously, oasi plex optimizations in dynamic environments, which motadt
CP systems have been developed to support the multi-domaifearchers to leverage DL to solve path computation [13].

|. INTRODUCTION

D. Li, H. Fang, X. Zhang, and Z. Zhu are with the School of Imfiation Inspired by the aforememione.d ad.vancgs on .PDP and DL-
Science and Technology, University of Science and Teclyyolof China, based network automation, we, in this article, discuss tie d
Hefei, Anhui 230027, P. R. China (email: zqzhu@ieee.org). sign and experimentally demonstrations of DeepMDR, which

J. Qi is with the Zhongxing Telecommunication Equipment & Torpo- . DL isted CP h hi labl d
ration, Nanjing, Jiangsu 518057, P. R. China. is a DL-assiste system that can achieve scalable an

Manuscript received on August 10, 2020. protocol-independent path computation in large multi-dom



Inter-domain Topology Module Routing
Host Inter-domain Domain Module
Management Link Status Abstraction

( IDP Module |

| Global
1 Controller

( IDP Module ] ( IDP‘ModuIe )

Intra-domain Topology Module DL-assisted
Host Switch Link Routing
Management || Management || Status

Module
POF Protocol Stack |

Intra-domain Topology Module DL-assisted
Host Switch Link Routing
Management || Management )| Status Module
E 3
,,,,,,,,,,,,, ( POF Protocol Stack |

! POF Protocol < : )

==
Data Plane J : :;;D é a/ =
=

Domain-1 Domain-2

; S Host & POF Switch

. Domain
i Controllers

Fig. 1. Overall system architecture of a multi-domain netwaith DeepMDR.

packet networks. Our DeepMDR is developed based on tR®F represents each packet field with a tupg#set, length},
well-known ONOS platform. It has the following derivedwhere offset denotes the start bit-position of the field in a
benefits for service providers. Firstly, DeepMDR leveraggmcket andength tells the length of the field in bits [7], and
a hierarchical CP architecture to not only manage a mulit-also defines a forwarding instruction set (POF-FIS) based
domain network efficiently but also preserve the privacy afn this type of representation to operate on packet fields.
each domain. Secondly, DeepMDR uses a DL-assisted routidgnce, with POF, flow tables can be composed to process
modules that can achieve better tradeoff between path comptbitrary packet fields and build protocol-independentkptic
tation time and routing performance than existing appreachprocessing pipelines. Meanwhile, this process is runtime-
Finally, our proposal supports POF [7] in DP, and thus firogrammable [7], because an SDN controller can modify the
enables service providers to customize their packet psougs packet processing pipelines in POF switches in runtime by
to adapt to various or even time-varying service demanes ( updating the corresponding flow tables dynamically.
enhanced flexibility and application-awareness).

The rest of the article is organized as follows. SectioB. Domain Controller
Il describes the overall design of DeepMDR, while the DL \yhen the first packet of a flow arrives at a POF switch, it
model is presented in Section Ill. We discuss the performangncodes @acketin message to send to the DCtrl in its domain.
evaluations with simulations and experiments in Section Ifhen, the DCtrl first determines whether the flow is an intra-

Finally, Section V summarizes the paper. domain one or not. If yes, it calculates and sets up a routing
path for the flow directly. Otherwise, it escalates Baeketln
Il. SYSTEM DESIGN message to the GCtrl for inter-domain path computation. To

Fig. 1 shows the overall system architecture of a multié@lize these operations, we implement two key modules in
domain packet network that is supervised by DeepMDR. Ti§&ch DCtrl. Specifically, as shown in Fig. 1, the intra-damai
DP consists of multiple autonomous domains built with PO©Pology module maintains the status about the domaingbase
switches. We allocate at least one domain controller (@il ©n which the DL-assisted routing module realizes fast and
manage each domain, and place a global controller (GCtrl) 8aptive path computation. We will discuss the design of the
top of all the DCtrls to coordinate their operations. Botle thPL-assisted routing module in Section il.

DCtrl and GCtrl are developed based on ONOS. Specifically, "€ intra-domain topology module includes the host man-
we add the POF protocol stack in ONOS as a new spagement, switch management, and link status submodules. Th
southbound protocol, with which DCtrls can manage pdtost management recor(_js the ad(_jresses of hosts and handles
switches, while for the control channels between DCtrls arfldress resolution. For instance, if the network uses FCP/I
the GCtrl, we design an inter-domain protocol (IDP). Notgrotocol stagl<_, it de_als with the address resolution puitoc
that, as the major components of DeepMDR are realized ba$8fRP). Specifically, it records the IP and Ethernet addesse

on ONOS, its deployability is similar as that of ONOS. of a host, as well as the ID and port of the switch to which
the host is attached, as an ARP information entry. If it finds

out that the IP address in an ARP request is not in its own
A. Data plane domain, it will forward the request to the GCtrl using IDP.
We consider the data plane as a multi-domain packet n&te switch management controls the switches in the domain.
work that consists of end hosts and POF switches. Similar ltosystem initialization, it discovers each switch in therdon
the well-known P4-based PDP switches [6], POF switches aland assigns an ID to it. After that, it monitors the switches’
do not restrict network protocols as known ones. Specificalstatus, and installs, updates, and deletes flow tables in.the



The link status submodule utilizes the link layer discovery Hidden Layers
protocol (LLDP) to detect all the links that are related te th - e
domain. Note that, although ONOS supports LLDP, it does not -
distinguish between inter- and intra-domain links. Hernee, s
extend the LLDP packet to include a field about the domain IC. Tepology
Then, for link status collection, a DCtrl encapsulates th®P
packet in aPacketOut message, and sends it to each switch ir L.
the domain, which in turn forwards the message to all of its
neighbors. Upon receiving the LLDP packet, a neighbor $witc
encodes the information regarding the packet’'s incominky li
(including the ID and domain ID of the neighbor switch, and
port ID of the link) in aPacketin message to the DCtrl in Fig. 2. DNN in our DL-assisted routing module.
its domain. Then, by parsing theacketin message, the DCirl
gets the information of the link, and it determines whetier t
link is an inter-domain one or not by checking the domain IQhe result to the DCtrl, which encodes the ARP reply in a
If yes, it will report the information to the GCtrl. Meanwhil packetOut message to the source switch. Then, the source

Residual
—) Topology

Layer 4

the link status submodule also collects link usages. switch sends thePacketin message for path setup to the
DCtrl, which escalates it to the GCtrl using an IDP request.
C. Global Controller Upon receiving the IDP request, the GCtrl calculates therint

As illustrated in Fig. 1, the GCtrl also includes two keyiomain pathie, the domain sequence and the input/output

modules. The inter-domain topology module collects thévglo'"K Of €ach related domain), and instructs the DCrl of each
al topology about the whole muilti-domain network. In thi§elated domain to compute the corresponding intra-domain
module, the host management receives host information fr&ath segment. Finally, each related DCul calculates a path
the host management in each DCtrl, and builds a global ARIMent with its DL-assisted routing module, encodes the
table that records the IP and Ethernet addresses and donfdffined path segment FlowMod messages, and sends them
ID of a host as an entry. Here, each entry is created in the Jf-the corresponding switches to setup the inter-domain. pat

demand way and associates with a life time, to maintain the

scalability of the global ARP table. The inter-domain lirtk-s IIl. DL- ASSISTEDPATH COMPUTATION

tus stores the information regarding all the inter-domatkd.

The domain abstraction collects the abstracted topoldgies A. Network Model for Intra-Domain Path Computation
all the DCtrls, and combines them with inter-domain links to
build the global topology of the multi-domain network. With
the global topology, the routing module calculates the dama
level path of each inter-domain flow with an existing routin
algorithm, e.g., the weighted Dijkstra algorithm.

To reduce the information exchange between the GCtrl a
DCtrls and protect the privacy of each domain, we desigdps
each DCtrl to aggregate the links and nodes in its domain
come up with an abstracted topology, and report the abstr,
topology to the GCtrl. In the abstract topology, each no
represents a border switch in a domaiie.{ switches on the d

source an_d destingtion nodes are al_so considered as bo tination are the border switches determined by the GCtrl
ones), while each link denotes a feasible path between a pa'ﬁ'heoretically speaking, the aforementioned path computa-

of border switches. To assist inter-domain path compu’tatiot. . o .
. . . tion can be solved exactly and time-efficiently with the well
the attributes of each link record the hop-count and avblaQ( - . o
. . . nown Dijkstra algorithm. Nevertheless, at least two addl
bandwidth of the feasible path represented by the link. . . . S
considerations should be addressed in practical impleanent
_ tions. Firstly, in a real-world network, flow requests cameo
D. Inter-Domain Protocol in batches, and thus the DCtrl needs to find the routing paths
To coordinate the DCtrls and GCtrl for inter-domain patbf multiple flows simultaneously. In this situation, the erd
computation and setup, we design an IDP that includes deverBthe path computations can affect the overall performarice
types of control messages. When a host needs to transthé results, especially when the bandwidth usages on lirks a
packets to another one that is not in its domain, it sends ealatively high or unbalanced. However, the best order cann
ARP request to the switch that it is attached to. The switdbe determined in polynomial-time, because forrequests,
encapsulates the ARP request inPacketin message to its the number of orders to check in an exhaustive search is
DCtrl, which in turn forwards the ARP request to the GCtrihe factorial ofn. Secondly, the time complexity of Dijkstra
with an IDP message. The GCtrl searches the global ARRjorithm increases with the size of a topology, while a
table built by its host management submodule, and retunmsctical domain can contain many switches and links.

The DL-assisted routing module in each DCtrl calculates
paths and path segments within its domain for intra- and-inte
domain flows, respectively. For a DCtrl, the topology of its
Yomain can be modeled as a graph, where the nodes and edges
ﬁle?{)resent the switches and links in the domain, respegtivel
e graph also records the available bandwidth on each link
a link attribute. Then, the path computation of the DGtrl i
{9find a proper routing path in the graph, which can connect
é source and destination of a flow with sufficient bandwidth
ote that, if the flow is an intra-domain one, the source and
stination are just the real ones. Otherwise, the sourde an



B. Design of DL Model Specifically, we define the accuracy as the ratio of the number

Hence, we design a DL-assisted routing module to addr&ddnatched bits tp that of total bi.ts.. We train the DNN un#l it
these practical issuegge., not only obtaining a proper order@/erage accuracies over the training and testing sets igeve
of path computations but also limiting the complexity of IeacTheng _the trained DNN is put in the DCtrl for online operation
path computation. Specifically, the routing module uses tRPecifically, for each flow request, the DNN generates a
deep neural network (DNN) in Fig. 2 to analyze the domafi¢Sidual topology, which is close to the proper routing path
topology and information about the flows, and lets it cutaiert Paseéd on the current network status, and thus it effectively
links to generate a residual topology for each flow. As thestinFP€€ds up the path computation with Dijkstra algorithm.
complexity of Dijkstra algorithm is proportional to the &bt
number of links and nodes in a topology, it will run faster IV. PERFORMANCEEVALUATIONS
in the residual topology. Meanwhile, as the flows are handledThe performance evaluations use both numerical simulation
one by one with link usage updates in between, the residgahnd experimental demonstrations to verify the effecéssn
topologies are different for different flows. Hence, the DNMind benefits of our proposal.
actually reserves bandwidth for subsequent path computati
to minimize contentions. In this sense, the residual togie®
also optimize the order of path computations implicitly. i ] . ] ) o

In Fig. 2, the DNN consists of an input layer, four hidden OUr simulations considet domain topologies, which in-
layers, and an output layer, where the neurons are all full§4de {50, 100,150,200} nodes and have their average node
connected in between layers. Each neuron in the output laf{§grees ag2.95,3.06, 3.11, 3.12}, respectively. In each sim-
is binary and corresponds to the status of a link in the residdlation, we select one domain topology to generate a multi-
topology,i.e., if the neuron outputs 1, the corresponding ”nlgoma!n network. that F:OﬂSIStS dfidentical domains. When the
is kept, and the link is cut, otherwise. The first three hidde}Pmain topologies witH{50, 100, 150,200} nodes are chosen,
layers are residual neural networks [14], which are intoedu the obtained multi-domain networks include?2, 18, 26, 26}
to expedite the training process and relieve the vanishifﬂ%er'd‘m‘a_'n links, respectively. The bandwidth capasitof
gradient and exploding gradient problems, especially figr tINtra- and inter-domain links are set &0 and 1,000 units,
cases where the size of domain topology is relatively larg&SPectively. Note that, the simulation setup mentioneavab
The fourth hidden layer is a fully-connected one. Note thdf Pased on the realistic topology data from a major telecom-
the DNN needs to be trained and verified with realistic datgiunication equipment vendor in Chinag(, the Zhongxing
Specifically, before deploying the DL-assisted routing oded 1€/€communication Equipment (ZTE) Corporation). _
in a domain, we need to give it the right domain topology, and The ratio between intra- and inter-domain flow requests is

train and verify its DNN with the realistic flow information S&t @s1:4, and the source and destination of each request is
extracted from traces taken in the domain. selected according to the realistic traffic data provided bi.

Also based on the realistic data, we make sure 38&t of the
. _ requests have bandwidth demands withir6] units, while the

C. Training and Operation of DL Model demands of the remaining ones are witfiio, 80] units. For

We obtain the training and testing sets for the DL model ithe multi-domain networks that have domain topologies with
each DCtrl by emulating the path computations of dynami0, 100, 150,200} nodes, each of their simulations serves
flows in various network states. Specifically, it is done by480,925,1530,1700} requests, respectively. In addition to
leveraging a discrete-time simulation that runs in itemati our DeepMDR, we consider two benchmarks. The first one
In each iteration, we first free the bandwidth occupied hplaces the DL-assisted routing module in each DCtrl with
expired flows, and then randomly generate a batch of fldwijkstra algorithm, and is referred to as MD-Dijkstra. The
requests. Next, we utilize a simple genetic algorithm (G&) tsecond oneife,, G-Dijkstra) addresses each multi-domain
optimize the path computation order of the requests, and gettwork as a single-domain one, and uses Dijkstra algorithm
the routing path of each request under the optimized orday.calculate routing paths based on the global informatfion.
Here, the fithess function of the GA is defined to evaluatnsure sufficient statistical accuracy, we ) independent
both the total bandwidth usage and blocking probability aimulations and average the results to get each data point. W
the requests. Then, the requests are served with the pategorm the simulations in Python 3.6 on a computer with
obtained by the GA, and if a request can be served, we rectmtel Core i5-7400 CPU and 16 GB memory.
its path and other information about it and the domain as aFor the DL-assisted routing module in each DCtrl, we train
sample. The aforementioned procedure is repeated until sed test it withd0, 000 and10, 000 samples, respectively. Note
have accumulated enough sampleg.( > 50,000 samples). that, its accuracy converges fast in the training. For ima

We put 80% and 20% of the obtained samples in thefor the largest domain topology considered in the simufetio
training and testing sets, respectively. Similar to thedwed (i.e, the one include200 nodes), the training converges
topology from the DNN, the routing path of each flow camvithin 100 iterations and only takes 1000 seconds, when the
also be represented by a set of binary variables, each ohwhaverage accuracies of the DL-assisted routing module on the
corresponds to a link in the domain. Hence, the accuracyeof ttnaining and testing sets a#8.96% and99.67%, respectively.
DNN can be obtained by comparing the binary representationg=ig. 3 shows the results on the blocking probability of flow
of the paths got with it to those of the paths in the samplegquests, which indicate that G-Dijkstra always provides t

A. Numerical Smulations



12 ‘ ‘ : include {12,15,15,17,18} POF switches, respectively, and
[ G-Dijkstra

12| | EEEDecpMDR | , ] the average node degree in the multi-domain network s
[ MD-Dijkstra

Each domain is managed by a DCtrl, and all the DCtrls report
to the GCtrl. We first conduct an experiment to show the
procedure of setting up an inter-domain flow in the CP system
with DeepMDR. Fig. 5 shows the messages related to the
procedure, where the first capture is collected on the GCtrl
while the others are collected on the DCtrls of the source, an
intermediate and destination domains of the flow, respelgtiv
The first capture in Fig. 5 shows that upon receiving the

101

Blocking Probability of Flow Requests (%)

o

50 100 150 200

Nodes in Each Domain IDP request, the GCtrl only takesl12 msec to finish the inter-
_ ' ' _ - domain path computation. Then, it sends an IDP message to
Fig. 3. Simulation results on blocking probability. the DCtrl of each related domain and instructs it to caleulat

the corresponding intra-domain path segment. Next, thel®Ct
leverage their DL-assisted routing modules for intra-dimma
path computation, and set the whole inter-domain path up by
sendingFlowMod messages to related switches. This is done
A in parallel by the DCtrls. According to the Wireshark captir
in Fig. 5, the DCtrls accomplish the path setup witfithmsec.

We then conduct a few stress tests to measure the message
processing capacity of the CP system with DeepMDR. Specif-
ically, we leverage a Chench tool that supports POF [15] to

s
>
R

—h— G-Dijkstra
=== MD-Dijkstra

Path Computation Time per Request (ms)

DeepMDR generate and flood a large number Rafcketin messages to
10 ‘ ‘ the CP system, and see how many of them can be processed
% i Each Do 20 successfully. In the experiments, the sending rate from the
Cbench tool to all the DCtrls is fixed &00,000 messages
Fig. 4. Simulation results on path computation time. per second, and we change the ratio of inter-domain requests

in them from 0 to 100%. Fig. 6 shows that the message

processing capacity decreases with the ratio of inter-doma
lowest blocking probability, followed by DeepMDR, whilerequests. This is because the CP system needs to use more
MD-Dijkstra performs the worst. This is because G-Dijkstraperations to process it if a request is for an inter-domain, fl
has global information for path computation. As for DeepMDRNd resulting communications between the GCtrl and DCtrls
and MD-Dijkstra, each DCtrl only computes the path segmealso restrict the message processing capacity. Howeven, ev
in its own domain while the GCtrl only optimizes the interfor the worst case scenario where all faeketln messages are
domain routing scheme. Hence, it is difficult for them tdor inter-domain requests, the processing capacity isastdve
achieve the global optimum. However, although G-Dijkstra 166,000 messages per second. Hence, our implementation
achieves the lowest blocking probability, it calculatesting of DeepMDR has satisfactory performance on control message
paths in large global topologies, which leads to the longait processing, which suggests that it can fit into the requirgse
computation time (as shown in Fig. 4). The results in Figs. & the CP system of a real multi-domain network.
and 4 suggest that DeepMDR performs slightly worse than
G-Dijkstra in terms of blocking probability, but it runs muc
faster than G-Dijkstra. Meanwhile, we also confirm that the
average path segment lengths in each domain from DeepMDRn this paper, we designed and experimentally demonstrated
and G-Dijkstra are almost the same. Therefore, the sinomati DeepMDR, which is a DL-assisted CP system for scalable path
verify the effectiveness and scalability of our proposal. computation in multi-domain packet networks. We discussed
the design of overall system architecture and functionadlimo
ules in detail, and elaborated on our proposals for inted an
intra-domain path computations. Our work made contrimsgio

To further verify the performance of DeepMDR, we implein both systemic and algorithmic aspects. On the system

ment it in a CP system that consists’ioDCtrls and a GCtrl, side, we developed DeepMDR based on ONOS, extended it
each of which is deployed on an independent commodity support POF in the DP, and facilitated the hierarchical
server. Here, each server equip2.8) GHz Intel Xeon Silver architecture for multi-domain CP operations. On the atpami
4110 CPU and 6 GB memory, and runs Linux Ubuntu 16.04 side, we designed and optimized a DL model to achieve fast
The common hardware and software configurations of tlaed high-quality path computation in each domain.
commodity servers confirm the deployability of our DeepM- Meanwhile, we hope to point out that DeepMDR can still
DR. Meanwhile, to emulate a practical multi-domain DP, wbe improved from the following three perspectives. Firstly
run Mininet on another server, and use it to generate a multiarrent path computation only considers bandwidth as th& Qo
domain network that consists 6fdomains. Here, the domainsdemand, while in a practical network, there could be more

V. DISCUSSIONAND CONCLUSION

B. Experimental Demonstrations
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types of QoS demands.¢., delay and jitter). Hence, the pat
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computation can be improved to consider various QoS de-
mands jointly. Secondly, the DL-assisted routing modulesus(!1]
offline training, which means that it needs to adopt transfer
learning when the network environment changes dramaticalt2]
However, if we upgrade the DL model to a deep reinforcement
learning (DRL) model whose adaptivity is guaranteed with3]

online training, the hassle of transfer learning can bedaabi
Last but not the least, we can integrate network telemetdy

more comprehensive for network automation.
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