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Abstract—Although network function virtualization (NFV) has
been proven to be beneficial in terms of equipment cost, sexe
delivery flexibility, and time-to-market, most of the studies in
this area only addressed homogeneous NFV platformseg.,
with virtual machines (VMs) only). In this work, we argue
that by leveraging heterogeneous NFV platforms such as VMs,
docker containers, and programmable hardware accelerats
(e.g., SmartNICs), one could achieve better flexibility and cost-
effectiveness to support virtual network function servicechains
(VNF-SCs) with various quality-of-service (QoS) requirenents.
Therefore, we study application-driven provisioning of vNF-SCs
over heterogeneous NFV platforms, and design a polynomidime
approximation algorithm to tackle the problem for near-optimal
solutions. We first introduce a layered auxiliary graph (LAG)
based approach to model the problem of vNF-SC provisioning,
and then formulate a novel integer linear programming (ILP)
model based on it. Specifically, the ILP model minimizes the
total cost of VNF-SC deployment while ensuring that the QoS
requirements of all the vNF-SCs are satisfied. To solve the IR
time-efficiently, we propose an approximation algorithm baed on
linear programming (LP) relaxation and randomized rounding.
Extensive simulations confirm that with significantly improved
time-efficiency, our proposed algorithm can provide near-ptimal
solutions whose gaps to the exact ones are bounded.

Index Terms—Network function virtualization (NFV), Hetero-
geneous NFV platforms, Service function chaining, Approxina-
tion algorithm, Linear relaxation.
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|I. INTRODUCTION

The success of cloud computing and network slicing in 5G
and datacenter networks has promoted the idea of composing
network services as VNF-SCs [6, 9]. To fully explore the
benefits of VNF-SC, previous studies have considered both
the algorithm design for its service provisioning [10-1#2Ha
the system implementation for orchestrating IT and bantwid
resources for its deployment in real networks [13, 14]. Meve
theless, most of the existing studies on vNF-SC overlooked t
possibility of using heterogeneous NFV platforms to realiz
vNFs, and assumed that all the vNFs would be instantiated
over the same type of platforme.§, virtual machines (VMs)).

Note that, we can utilize various software/hardward plat-
forms, e.g, VMs, docker containers [15], and programmable
hardware accelerators.€,, field programmable gate arrays
(FPGAS) [16] and SmartNICs [17]), to realize vNFs. Here,
VMs and docker containers can be deployed on commod-
ity servers, while FPGA and SmartNICs are also general-
purpose commodity hardware due to their programmability
and commercial availability. Hence, realizing vNFs oversh
heterogeneous platforms will not violate the basic prilecip
of NFV. Meanwhile, the unique features of the heterogeneous
NFV platforms provide SPs better programmability and flexi-
bility to support various quality-of-service (Q0S) rearirents
simultaneously for vYNF-SCs [18, 19]. For example, vNFs can
be instantiated on docker containers with setup lateneies |
than one second [13], while those on SmartNICs can easily

VE_R the past decade, the Internet has gone through ré¥Rhieve over0 Gbps traffic processing capacity [19].
lutionary changes to accommodate tremendous emergingpecifically, vNFs based on software platforms.( VMs

applications [1, 2], for making our daily lives much more,,y qocker containers) have advantages in terms of cost, ela

comfortable and convenient. Traditionally, service pdevs

ticity, and setup latency, while their traffic processingaa-

(SPs) rely on special-purpose middleboxes to support NgWs ang data processing latencies could be the bottlereck f

applications, which recently becomes increasingly chaiieg

because of the unbearable costs and maintenance compley

and the long time-to-market. To address these challen
SPs have switched to network function virtualization (NF

high-throughput and ultra-low-latency servicesg, remote
Ygery). This is because software platforms have inherent

96&rformance overheads compared with hardware ones. On

e other hand, even though FPGAs and SmartNICs ensure

[3, 4], which can realize netvvprk applications with Virt“aguperior traffic processing performance, they have reitiv
network functions (VNFs) running on general-purpose harﬂigh costs and need to be reprogrammed for deploying new

ware/software platforms instead of using proprietary taire

[5, 6]. For instance, they can decompose network servides i
atomic network functionse(g, firewall and load-balancer),

instantiate the network functions with vNFs, and steer iappl

tion traffic through required VNFs in sequence to realizéheagiyen”
network servicei(e., VNF service chaining (vNF-SC) [7, 8]).
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VNFs (.e, long setup latency). As each application has its

'dwn QoS demands from clients as well as other unique

requirements like setup latency and service flexibilitynirits

SP, its provisioning based on a VNF-SC should be “applioatio

, i.e, we need to consider the aforementioned advan-
tages and disadvantages of each NFV platform and serve the
application’s vNF-SC in the way that both its SP and clients
can be satisfied. For instance, in the case where certaintzlie

of YNF-SCs can move around and have stringent QoS demands
for low latency €.g, the ultra-low latency scenario in 5G),
the SP will have difficulty satisfying the QoS demands if it



deploys all the vNFs in software platforms. On the other hand. The performance evaluation is then presented in Section
deploying all the vNFs in SmartNICs might not be a gool|. Finally, Section VIl summarizes the paper.
solution either, because they are relatively expensivecamd
hardly be reprogrammed quickly to adapt to the movement of I
clients. With heterogeneous NFV platforms, the SP has more
flexibility to handle such situations. Hence, it will be red@t ~ Nowadays, NFV has gained intensive interests from both
to consider application-driven provisioning of vNF-SCsepv academia and industry and thus promoted active research
heterogeneous NFV platforms that separately consider VM&)d development activities. The technical documents fov NF
docker containers, and SmartNICs for vNF deployments. standardization have been published in [21, 22] to explain
In our previous work [19], we studied this problem prelimithe requirements and service frameworks of NFV and its
narily, mainly from the perspective of system implememtati typical use-cases, respectively. Depending on how thécraf
Specifically, we laid out the network model, built a simpldlows are organized and routed over required VNFs, NFV can
testbed to demonstrate the benefits of serving VNF-SCs o@épist an SP to compose its network services in the forms of
heterogeneous platforms, and formulated an integer lipear VNF-SCs [7, 23], vNF multicast trees [24], and generic vVNF
gramming (ILP) model based on the measurements to optimfgéwarding graphs [25]. It should be noted that the problem
the application-driven provisioning of VNF-SCs in terms off NFV-based service composition is fundamentally differe
cost-effectiveness. However, we did not try to optimize tH€om the famous virtual network embedding (VNE) prob-
ILP’s formulation or solve it time-efficiently. The ILP in fj lem [26-29], according to the analysis in [24]. Specifically
was only solved for small-scale problem®( serving at most NFV-based service composition can instantiate multipl&sN
6 VNF-SCs in a six-node topology). This is because the badi®ich belong to the same network service, on one substrate
problem of VNF-SC provisioning isV"P-hard [20], and the network element, while this changes the virtual topologg an
ILP becomes intractable for large-scale problems. Altthouds hormally not allowed in VNE. We focus on the provisioning
time-efficient heuristics can be leveraged to find feasib®f VNF-SCs over heterogeneous NFV platforms in this work,
solutions, they can hardly obtain near-optimal solutiohese While more sophisticated service compositions with theesam

. RELATED WORK

performance gap to the optimal ones is guaranteed. background will be considered in our future work. For the
Motivated by the aforementioned dilemma, we, in this workechnical standard regarding vNF-SC, one can refer to [30].
revisit the problem of application-driven provisioning\F- Previously, many studies have been dedicated to optimizing

SCs over heterogeneous NFV platforms, from the perspectij8® VNF-SC provisioning in different types of networks [12]
of theoretical analysis and algorithm design. We first idtrce  USING packet networks as substrate networks (SNTs), the
a layered auxiliary graph (LAG) based scheme to mod%’i“d'es in [31734] have_ formulated optimization models and
the problem with a compact ILP. Then, we optimize thdesigned heuristic algorithms to tackle the problem. Fam}x_ _
ILP’s formulation to improve its practicalness and optiation ~ P!€, the authors of [34] proposed an ILP model and a heuristic
performance, such that the total cost of VNF-SC deploymégt OPtimize the VNF-SC provisioning across geographieally
can be minimized while the QoS requirements of all the vNiEistributed clouds. Considering an optical netwoekg( the

SC requests are satisfied with carefully-chosen NFV platéor fixed-grid wavelength-division multiplexing (WDM) netwlor
Next, we design a polynomial-time approximation algorithf" the flexible-grid elastic optical network (EON) [35-32h
based on linear programming (LP) relaxation with randowhizh® SNT, researchers have also studied how to orchestrate IT
rounding, to solve the ILP’s optimization time-efficienfigr ~"€Sources together with the spectra in fiber links for astiegb
near-optimal solutions. Finally, we conduct extensivewsan VNF-SCs in datacenter interconnections [10, 38]. Note that
tions to evaluate our proposal and verify its performande TUnique consideration of provisioning vNF-SCs in an optical

major contributions of this work are summarized as followsn€Wwork is that the bandwidth resources are represented by
discrete wavelength channels. Hence, the joint optinoneadif

« We consider application-driven provisioning of VNF-SC$r 404 handwidth resource allocations becomes more complex
over heterogeneous NFV platforms_ z_and_ design an LAGsan its counterpart in a packet network [39].
based approach to model the provisioning problem. 1, aqition to conventional optimization techniques, rece

« We formulate a compact ILP model to solve the problewy,, jies have also leveraged game theory [40, 41] and machine

exactly, based on the LAG-based problem model_lng._ learning [8, 11] to optimize VNF-SC provisioning. Howev-

« Based on the ILP model, we design a polynomial-img. "4 the studies mentioned above resorted to either non-

algorithm with LP relaxation and randomized rounding |, nomial-time algorithms that are not scalable or heisss
to approximate the exact solutions. whose performance gaps to the exact ones are not bounded.

« We run extensive simulations to verify the performancgq e importantly, none of them has considered the provision

of our proposed approximation algorithm. ing of VYNF-SCs over heterogeneous NFV platforms.

The rest of this paper is organized as follows. Section Il Researchers have also tried to design approximation algo-
briefly reviews the related work. In Section Ill, we describe rithms that can solve the provisioning of vNF-SCs with guar-
application-driven vNF-SCs provisioning problem and akpl anteed gaps to the exact solutions [9, 42—46]. Dietdtlal.
the LAGs to model it. The novel ILP model is formulated9] presented a holistic solution to the problem of netwark s
in Section IV, and we design the approximation algorithmice embedding in multi-provider networks. Specificallyey
based on LP relaxation with randomized rounding in Secti@ecomposed the problem into two subproblems and designed



Ri @ WFT——@d developed as a high-performance service framework based on

Ryt 5@ —WNF3—WF1—WF4 —@d, OpenStack and ONetCard, for realizing vNF-SCs over hetero-

e /\mm - geneous NFV platforms. Although the authors did an excellen
- - /é\ / job on system implementation, they did not focus much on the
-VNFs"‘x S D algorithm design of application-driven provisioning of FN

SCs. For instance, they simply modeled the vNF placement as
a bin packing problem but ignored the affiliation among vNFs
for a specific vVNF-SC. Moreover, their algorithm did not try
to optimize the flow routing for vNF-SCs.

This paper greatly extends our preliminary study in [19],
by proposing a novel and compact ILP based on the LAG-
S g, based problem modeling and designing an approximation

A algorithm that can ensure near-optimal solutions. Morei§pe

ically, in terms of the ILP formulation, we make three major
improvements. Firstly, the ILP in [19] is a path-based one,
Fig. 1. Provisioning VNF-SCs over heterogeneous NFV piatfo which means that we need to pre-calculafeshortest paths
between each node pair in the SNT. This, however, resttiets t
optimality of the ILP’s solutions, especially when the SHT’
LP formulations to derive near-optimal solutions for both atopology is relatively large, and increasing the value Fof
them. The authors of [42] first modeled the problem of vNEannot resolve the issue completely. Hence, this work desig
placement as a combination of the facility location problenme ILP as a link-based one, which means that all the feasible
and the generalized assignment problem, and then desigpaths in the SNT can be checked to guarantee its optimality.
an approximation algorithm that can provide near-optim&8econdly, with the LAG-based problem modeling, the ILP in
solutions with bi-criteria constant approximation gudess. this work describes the mapping of each vNF in a vNF-SC to a
Nevertheless, their model did not address the flow routingv/Docker/SmartNIC on a substrate node more clearly, and
for vNF-SCs. In [43], the researchers designed a system titatcompactness is also ensured. Finally, in addition t@ dat
can dynamically provision IT and bandwidth resources forocessing latency, this work also considers the propagati
VNF-SCs to provide timing guarantees. They considereddalay on network links, which makes the ILP more practical.
homogeneous NFV environment in datacenters, and designed
an approximation algorithm to maximize the number of VNF- I1l. PROBLEM DESCRIPTION
SC requests that can be provisioned successfully. i ) ! ) ,

Sanget al. [44] designed two polynomial-time algorithms In this sect_lon, we first describe the heterogeneous envi-
for VNF-SC provisioning and proved their approximatioﬁonmem that includes softw_are and hardware NFV platforms
ratios, but they assumed that there was only one type of v ch as VM, docker c_ontalner and SmartNIC, for YNF'SC
in the network, which is not practical for general cases. Tfeeploymept, then explain the LAGs_for. problgm modelllr)g,_and
study in [45] showed that VNF-SC provisioning can be mapp gnally define the problem of application-driven provisingi
to an exponential number of min-cost flow problems, bas@y VNF-SCs over heterogeneous NFV platforms.
on which it developed an approximation algorithm. In [46],
the authors formulated a mixed integer linear programmify Heterogeneous NFV Platforms

(MILP) model and proposed a polynomial-time algorithm 0 fig 1 shows an example on the network environment that

maximize the acceptable flow rate under a budget on eneigy)des heterogeneous NFV platforms. Here, each nodein th
costs, but latency constraints were not considered. Thegfsirate network (SNT) can support an arbitrary comhnati
studies also did not consider heterogeneous NFV platformg ihree types of NFV platforms.¢., VM, docker container
The heterogeneous NFV platforms considered in this WO(bocker) and SmartNIC), which are not special-purpose but
refer to the general-purpose hardware/software platfoengs  can be used to instantiate different types of vNFs and yatisf
VMs, docker-containers, and SmartNICs, which can be prosrious QoS requirements of applications. Hence, they are
grammed to carry various VNFs. The network environmeggyally the virtualized IT resources in the SNT to facitita
considered here is different from the hybrid environment iQey For instanceNodes1 and 4 only support SmartNICs
[47, 48], which consists of both special-purpose middi&3oxang pockers, respectiveliode 2 can carry both VMs and
and homogeneous NFV platforme.§, VMs). More specifi- pockers, andode3 includes all the three types of platforms.

cally, all the heterogeneous platforms in our NFV environtheg save the total deployment cost, we allow different VNFsSC
can support various types of VNFs, while each middlebox {§ share a vNF. For example, vNF-S@s and R in Fig. 1

the hybrid environment is only dedicated to a single netwodf,5 e the/NF 1 instantiated on a SmartNIC dvode 3.
function. Therefore, in our case, the vNF-SC provisionisg i

much more flexible and thus more complex. -

To the best of our knowledge, the only existing studies th§t Layered Auxiliary Graphs (LAGs)
have considered heterogeneous NFV platforms are the HYPERSince a VNF-SC request demands for an ordered sequence of
in [18] and our own study in [19]. In [18], HYPER wasvNFs to process application traffic along the chosen patin fro




R s@® ————WF1 ————— WF2 —— @d C. Network Model

We model the SNT’s topology as an undirected graph
G(V, E), whereV andE are the sets of SN and substrate links
(SLs), respectively. Each SN € V' can carryh, NFV plat-
forms at most, and more specifically, the maximum numbers
of NFV platforms that can be VMs/Dockers/SmartNICs in SN
v € V are denoted a8y /bl /h?, respectively. We use three
parameters to denote the type of fhieh NFV platform on SN
v, and their values are determined in advance. Specifically,
to.k, vk andu, ;. are boolean parameters that equal 1 if
Go G, G, the k-th NFV platform on SNv is a VM/Docker/SmartNIC,

respectively, and 0 otherwise. We have

Fig. 2. Example on LAGs and provisioning a vVNF-SC with them. hff + hUD + hf =ho, YEV, (2)
Mok + &k +rur=1 YveV, kell h. 3)

source to destination, we model it d&(s;,di, SCi, bi,t;), By adjusting the values of AU, P 15 [y ks Euker Vo i} WE
where i is its unique index,s; and d; are the source andcan make each SN support an arbitrary combination of
destination nodes, respectively; represents its bandwidthyMs/Dockers/SmartNICs. The total IT resource capacities
requirementy; is its tolerable end-to-end delay, asd; =< of the NFV platforms on SNv are CY/CP/C* for VM-
fixsoo+ figoo, fin, > denotes its VNF sequence. Heres/Dockers/SmartNICs, respectively.

fi. is the type of the-th vNF, andN; is the number of VYNFs  Each vNF-SC can be built with different types of vNEsy,

in the VNF-SC. Each VNF i'C; needs to be mapped onto direwall and network address translator (NAT)). Therefove,
VM/Docker/SmartNIC on a substrate node (SN), and we ca@enote the vNF types that can be supported in the SNT with set
either deploy a new VvNF for it or make it use an existing/. For a vNF belonging to type: € M, if it gets deployed
VNF that is in the same type and has enough data processyiga VM/Docker/SmartNIC, it consume$, /¢2 /¢ units of
thI’OUghpUt left. Then, the traffic of the vVNF-SC needs to hg resources Qg, the percentage of memory usage), can at
steered through the deployed VNFs in the sequence requifggst process? /b2 /b5, data traffic in terms of bandwidth
by SC;. To model these relations with a compact ILP modelnits, and takes” /2 /rS units of time to process application
and consequently facilitate the design of our approxinmati@jata, respectively. For the communications among VNFs, we
algorithm, we leverage the idea of LAGs in [49)., using use (uy,,vs,) to denote the linku,v) € E between thek; -

a few layered graphs derived from the physical topology t& NFV platform on SNu and thek,-th NFV platform on
help build an integrated view during modeling. SpecificallsN . Obviously, for any two platforms on a same $N: V,

we first decompose a VNF-SE€C; =< f;1,---, fin, > int0  the link (v, , vx,) does not consume any bandwidth resources.
a few segments, each of which corresponds to the connectigénce, we use links between NFV platforms to represent the
between two adjacent vNFise., the segments are s;, fi,1 >, routing path of each VNF-SC, and to denote the special cases
< fix, fiz >, -y < fin,;di >. Then, we slice the SNT's of source and destination.€., s; and d; of R;), we add a
topology intoL* LAGs, each of which has the same topologyjummy nodeo} or o; to the LAGs if s; or d; is on SN

as that of the SNT, and we have v € V, respectively. Fig. 3 gives an example to explain the
path computation mentioned above, where the vNF-SC’sdraffi
gets routed as; —2—3—4—0,, andvNF 1 is deployed on
the k;-th platform inNode3, which is a SmartNIC.

L* = max(N; + 1). 1)

The LAGs are denoted &, G1,--- ,Gr~_1. The provision-

ing of each vNF-SC reque#t; will involve (N;+1) LAGs. We

number the segments @t; from 0 to N;, where< s;, fi1 >

is the 0-th segment and so on. Then, the provisioning of the In this section, we formulate an ILP model to solve the

j-th segment is handled in thgth LAG G;, and the edge problem of application-driven provisioning of vNF-SCs ove

between two adjacent LAGs represent a VNF. For instan@) SNT that contains heterogeneous NFV platforms, based

for R;, the edge betwee@; andG,, is for the vNFf; ;.;. on the LAG-based modeling discussed in Section Ill-B. The
Fig. 2 depicts an example on LAGs. The traffic of the vNFoptimization objective is to minimize the total deploymeanst

SC originates fromNode 1, is processed byNFs 1 and 2 of all the VNF-SC requests. Specifically, to provision a vNF-

sequentially, and terminates Bibde4. As N; = 2, we use SC request, we need to deploy the required vNFs on proper

three LAGs,i.e., Gy, G1, andGs, to provision it. InGy, since Pplatforms in the SNsif. the platforms can be based on

the source of the vNF-SC Nodel, we have a dummy node VMs/Dockers/SmartNICs), and connect the vNFs in sequence

o] to point toNode1 and placevNF 1 onNode2. Then, the by steering the traffic of the request from source to destinat

segment inG; starts fromNode2 and ends aNode3, where Notations:

VNF 2 is placed. Finally, in7s, the segments ends at another « G(V, E): the topology of the SNT.

dummy nodeo} . Hence, the path from] to o, represents « G;: the j-th LAG sliced from the SNT.

of the provisioning scheme of the vNF-SC. o Ri(si,d;, SCy,b;,t;): thei-th vNF-SC requestR; € R).

IV. ILP FORMULATION



VNF placement and the cost of bandwidth usage. Therefore,
the optimization objective is

Minimize T =T, + T, 4)

whereT,, andT, are the costs of IT and bandwidth usages,

U k D k S N
To= 3 (abh o0t s+l - out -G+l ol v |

m,v,k
Ty = Z B-bi d(“klavkg) "L (ugy vy )d
i,u,ky,v,ka,7
)
Constraints:
Em - P p < O
m,k
Fig. 3. Example of network model. D v,k D
Cm * ¢m . gv,k < Cv , Yo e V. (6)
m,k
e N;: the number of vNFs in requedt;. bt vk < CF
« [3: the unit cost of bandwidth usage on each SL. mk
« M: the set of available VNF types. Eq. (6) ensures that the VNF deployment on the NFV platforms

« f{]: the boolean parameter that equals 1 if tte VNF jn each SN will not exceed their IT resource capacities.
in SC; is a typem VNF (m € M), and 0 otherwise.

e h,: the number of NFV platforms that SN has. D b > Syt e < b
e uy k- the boolean parameter that equals 1 if theh g !
platform on SNv is a VM, and 0 otherwise. Dby Syl ok <y k. 7)
o &1 the boolean parameter that equals 1 if theh : !
platform on SNv is a docker container, and O otherwise. Zbi : foi v < b
e v, . the boolean parameter that equals 1 if theh g !
platform on SNv is a SmartNIC, and 0 otherwise. Eq. (7) ensures that the vNF deployment on the platforms in

o d(u,, v, the boolean parameter that equals Li# v each SN will not exceed their data processing capacities.
(.e, (u,v) € FE andu,v € V), and O otherwise.

This parameter is introduced to determine whether a link Zfi Zyzz (Hok * Ton + Eok * o + Vol T

between the vNFs deployed on any two NFV platforms tm ®)
consumes bandwidth resources in the SNT. + Z Ti(upey ony)i - Dlug,y viy) < bis Vi
* D, vyt the propagation latency of linkug, , vg,). (Uky ky)od

+ . . .
« 0y /o, the dummy node to/from SN if it is the Eq. (8) ensures that, for a requdsy, its end-to-end latency,

source/destination of a VNF-SC request. s : .
. which includes both the data processing latency and the link
« CY/CP/C%: the IT resource capacity of a VM/Docker/ : - -
v ropagation delay, will not exceed the QoS requirenment
SmartNIC on SN, respectively. propagat ¥, Wi X Q quirenie

« bY /bD /b3 - the processing throughput of a VM/Docker/ nyf =1, Vil (9)
SmartNIC respectively, if it carries a type-vNF. ’

o 70 /rP /15 the unit data processing latency of a VM -
Docker/SmartNIC, respectively, if carrying a typevNF. Ed. (9) ensures that each vNF HC; is deployed on one and

; . only one NFV platform.
e a¥ /aP /a3 the unit cost of IT resources for deploying y P

a typem VNF on a VM/Docker/SmartNIC. Z@;;’“ <1, Yo,k (10)
Variables:

* Ti(u, vi,),; the boolean variable that equals 1 if linkeq. (10) ensures that each NFV platform on an SN can only
(uk,,vr,) in LAG Gj is used to provision request;, be used to carry one type of VNF at most.
an(g 0 otherwise.
« y;;  the boolean variable that equals 1 if théh VNF v m
in lSC is deployed on thé:-th platform in SNv, and O Zf” i > 65 =) (1 " Zfi,l)
otherwise. e , Vm,u, k. (11)
« ¢2F: the boolean variable that equals 1 if theth Zle il S ont - Sl
platform in SNv carries a typen VNF, and 0 otherwise. . il
Objective: ot =yl f Ymu kil (12)
The objective is to minimize the total deployment cost of all ’
the VNF-SC requests. Here, the deployment cost of each vNEgs. (11)-(12) ensure that the values of the variables dre se
SC request includes both the cost of IT resource usages ¢orrectly according to their inherent relations. In othards,



A. Overall Procedure

Eq. (11) makes sure that if 3 f7-4"F | > 0, we have _ _
oo ’ Algorithm 1 shows the overall procedure of our approxima-

#%F =1, and¢?;* should be set as 0 otherwise. tion algorithm. In addition to the information about the SNT
Cwkr uky and vNF-SC requests, it also takes several positive paesset
Zk: T, (wpy vin)od Zk: Ti(vrguny)d = Yig - 7~ Yijrn (13) (i.e, Q, v, 4, €, and() as the inputs. We us@ and~ to adjust
v,ko v,R2

the tradeoff between the time complexity of the algorithm
and its approximation ratio, and their values are deterchine
Eq. (13) ensures the flow conservation constraint, whichnsieampirically [50]. Specifically, the value of can be understood
that the in and out flows of each NFV platform is equal except a preset expectation on the outpudforithm 1. We will

Vki,u € V,i,j € [L,N; —1].

for the ingress/egress points of a segmen®6f; in G;. prove the relation between and the approximation ratio of
Algorithm 1 later in Section V-D, and will show the effects of
D Ty )0 D Ty i ),0 ~ with the simulations in Section VH, ¢, and(¢ are the ratios
vk vk . (14) 1o tighten the constraints in Egs. (6)-(8) for the LP reliomt
_ { 1, by =0, andu = s, i respectively, and they are introduced to ensure that we can
-y, otherwise get feasible solutions to the original ILP model through LP
Eq. (14) ensures the flow conservation constraint in the firi&ﬁ’éaglosg Vgg&:?ﬂ?g;’?;ﬁ%;i‘;ﬁ‘lsmg' The valuesipt, and
LAG Go, when servingft;. In Line 1, we relax all the boolean variables in the ILP mod-
D iy i) Ne = D T oy ey ) el to real ones withiri0, 1] and get an LP model. Thehine 2
v, kg v, k2 tightens several constraints in the LP with the correspandi
—1, k1 = o, andu = d;, _ (15 ratios. For instance, we tighten the IT resource capacititds
- {ym:7 otherwise Vi 9, which means that in the LP model, we have

- L cl=cl.-(1-9)
Eq. (15) ensures the flow conservation constraint in\eh jl’) 1;)
LAG Gy, When servingR;. Co =G (1-4¢), YveV, (19)
. } Cl =0y (1-9)

V,0, _ V,0, _ . + —_
Boi " =Vt =0, Yhbv,opo0 (19 whereCY, CP, and CS are the corresponding IT resource
Eq. (16) ensures that the dummy nodes to/from eachvSNcapacities in the LP. The similar tightening scheme apyttes
cannot be used for real vNF deployment. the constraints in Egs. (7) and (8). The LP is solved.ime
Z . S Vi (17) 3to pbtain the opj_ectivé”Lp, which is a Iower-k_)ound of th_e
Nty gy vy 3 = 5 Y solution to the original ILP. This can be done in polynomial-
T time [51] (e.g, with the ellipsoid algorithm [52]).
Eq. (17) ensures that at least one link @y is chosen for | ine 4 is for the initialization of the randomized rounding.
composing a path segment &f. The while-loop coverind.ines5-14 performs the randomized
Z”ﬂ S rounding for @ iterations at most. In each iteratiohine 6
Bl veg)d = iy performs randomized rounding on the real variablegXp ; },

v,ko . p .

N e VwRLIELN(18) calculates{y’", ¢;*} based on the rounding results, and
Zk bvkg kg 131 = Y obtains an integer solutio®, all with Algorithm 2. Then, we
v,R2

calculate the objectivé’ and validate all the constraints in the
Eq. (18) ensures the correct relation between vNF placemgﬁbma| ILP with S (Line 7). If S is a feasible solution to
and routing path construction. Specifically, it makes sheg t the |LP, Line 9 checks whether its performance satisfies the
if the ky-th platform on SNu is used to deploy thg-th  zpproximation ratiey. If yes, we get a qualified solution to the

VNF of 5C;, the path calculation in LAGSY;_, and G; |Lp, Otherwise, the while-loop proceeds to the next iterati
should consider thg, -th platform on SNu as an end-node for

segments< f j—1, fi; > and < fi;, fij41 >, respectively. g nonqomized Rounding

Algorithm 2 explains the randomized rounding to construct
an integer solution based on the solution to the L&,

Solving the aforementioned ILP model can obtain the exafX; ;}. Lines 1-2 are for the initialization. Then, in the for-
solutions of our problem, but it would be intractable fomgler loop covering.ines3-33, each iteration determines the integer
scale ones. Meanwhile, it is known that even the basic vN®lution{z; (u,, v,,);} thatis related to provision request
placement problem i8/P-hard [12]. Therefore, we resort to ain LAG G;. Specifically, the operations are as follows. For
polynomial-time approximation algorithm which can guarareach requesk;, we calculate a path segment @, which
tee the performance gap to the exact solutions. Specificalyarts from a link(ug, , vy, ). Here, we usguvyg, ) to denote
our approximation algorithm leverages LP relaxation withll the outgoing links from thé:-th platform on SNv. Then,
randomized rounding to solve the problem of applicatiodiellowing the chosen link, we select an outgoing link from it
driven provisioning of VNF-SCs over heterogeneous NF¥nding platform with a probability of; (., .,,);, and repeat
platforms time-efficiently and obtain near-optimal sabms.  the procedure until reaching the ending platformigfin G ;.

V. DESIGN OFAPPROXIMATION ALGORITHM



In Line 4, we initializet; andt,, which represent the starting Algorithm 2: Randomized Rounding
SN and the platform on the SN that originates the chosen link, |nput: SNT topologyG(V, E), set of vNF-SC

respectively. Then, if the; (u, .,,); from the LP is within requestR, {X; ,;} from the LP.
(p*, ps*1), link (ug,,vk,) is chosen in LAGG, to serve Output: An integer solutiorS.

R; (Lines9-23). Here,F; is the flag to indicate whether the
provisioning inG; has ended, while flagy tells us whether a
required link has been found for the segmentin andLines
13-15 help to avoid endless loops. Finally, when all the ealu
of {m1 (kg Vg ),;+ have been obtained.ines 34-35 compute

{y” , pukl based on them, insert the variablesSn and

S =10

choose the value agf within (0,1) randomly;
for each requesR € R do

ty=si, ta =of, pi" =0, py* = 0;

for each LAGG; used byR; do

© 0O N O A~ W NP

returnS as an integer solution from the randomized rounding. v]:;lhiTe 0];1 —0do
Fy =0;
Algorithm 1: Procedure of Approximation Algorithm for eachz; (u,, v,,),; related toG; do
Input: SNT topologyG(V, E), set of vNF-SC 10 if u=t; and k;1 =ty then
requestsR, maximum number of rounding 11 Py = D5 2 o)
trials ), approximation ratios, 4, ¢, and(. 12 if p o p< pg,kl then
1 relax the ILP of Egs. (4)-(18) to get an LP; 13 if link (ug,,vs,) has been
2 tighten the LP’s constraints in Egs. (6)-(8) with ratios chosenthen
§, € and ¢, respectively; 14 | break;
3 solve the LP t0 ge{; (u,, u,,).5» Y51 ¢5F} in real 15 end _
numbers and the objectivE p with Egs. (4)-(5); 16 INSerte; (uy, v,)5 = 11NS;
4q= L Xi g = {5 (upy vny)o 1o V0 J 17 t1 =, tth p ka, F2t1 t2F2 +1;
5 while ¢ < Q do 18 updatep;"™ andp,?;
6 | perform randomized rounding ofiX; ;} to get an 19 break;
integer solutionS with Algorithm 2; 20 etndt .
7 | calculate objectivd” and validate all constraints 21 P =y
in the original ILP withS; 22 end
8 if S is a feasible solution to the ILEhen 23 end
9 if T<(1+7)- T then 24 if F» >0 then
10 | break; 25 | F=0;
11 end 26 else
12 end 27 F =1
13 g=q+1: 28 deploy thej-th vNF of SC; on the
14 end to-th platform on SNty;
29 update the corresponding variable
and insert it inS;
30 end
C. Time Complexity 31 end
The time complexity ofAlgorithm 2 is O(|R)| -m?x(Ni) . 22 endend
nl}g@x(|Xi7j|)2). In Algorithm 1, solving the LP is known to be Calculate{y;fi’lk, ¢:k} based on the-based variables
within polynomial time. Specifically, its complexity 3(Z3-5- in S and insert them irS;

L) if we use the famous interior point method [53], whefe 35 return(S);
is the number of variables antl is the total number of bits
of the input. Hence, the overall complexity Afgorithm 1 is

3.5 i
0@ R]- maX(N) ma}X(lX”l) +2°° - L). To this end, problem, each feasible solutiong(, T') provided byAlgorithm
we can see thad\lgonthm 1 is a polynomial-time algorithm. 1 sets an upper-bound on the optimal solution. Hence, we can
calculate the approximation ratio éfigorithm 1 as

D. Approximation Ratio : :

P . . o . ne < Wi T (04 Tie (o)
Lemma 1. Algorithm 1 is an approximation algorithm for Tip Tip Tip
the original provisioning problem defined in the ILP, and it$ e the approximation ratio will not exceed + 7). u

approximation ratio is upper-bounded B¥ + ).
Lemma 2. Due to the randomized rounding, the probability of
Proof: After relaXlng the ILP we get the LP’s Solut|onA|gor|thm 2 Obta|n|ng a feasible solutiof’ > (1+fy) T1ILP is
(i.e, T p) as a lower-bound of the optimal solutione(, de- min(b; )
noted asl) p). As the original optimization is a minimization upper-bounded byxp(—A-7?), where we have. — 3 max(b )



Proof: In order to prove the probabilistic guaranteepn a VM/Docker/SmartNIC are in Table |, which are the ex-
we recast the algorithm in terms of random variables, ampeérimental results measured in [19]. Specifically, we dggdo
analyze the total bandwidth codt, in Eq. (5) first. For the VMs and Dockers on Linux servers, each of which is a
boundingT} in Algorithm 2, we introduce the discrete randonienovo ThinkSystem SR650 with 2.10 GHz Intel Xeon Silver
variable Y .k, v.ksj € 10,08 b; - d(u]kaz)i, According to 4110 CPU and 32 GB memory and runs Ubuntu 16.04, while

p (Y- bokay = B by d )) . ;- Hence support VNFs. All the network interfaces on the servers were
1,u,k1,v,k2,5 — % Ukq sVko = i, (kg UKy )Tt '

we can get the total bandwidth cost of one triaAlgorithm2 E?i%d C;? Sl)o TGa ?)IIE;.(T.,c\;v'ttzristrggfaiﬁr?gzls ?jli?fgerghr:gggr\:\?#én
asTy = ) Yiu ki v.ke,j, Which makes the output figorithm PS). P

2 asTy — E(T}). Next, we scale variable .. ., ..z, , within a vNF isI garerating ove_r”abVM/DoF:dkerlin_wartNIC;, while more
0.1],ie, Y — —Y " and haveT] — 5°Y". By applying practical differences will be considered in our future ekpe
B-max(b;) b mental studies. The number of vNFs required by each vNF-SC
the well-known Chernoff-Bound [54], we can get request is randomly chosen withjih, 4]. The cost coefficients
_ _ . E(T) are set as? = 0.4, o =1, o = 1.6, anda?, = 1.76,
P (Tb >(1+7)- E(Tb)) sexp(=7"-—57),  (21) according to the latest realistic data [55, 56]. As prograie
BT | o ) hardware is relatively expensive, we assume that the SNT wit
where—=3*~ is a part of the multiplicative form and provides ahe six-node topology has at most one SmartNIC per SN, while
looser but more convenient bound [54]. Then, as the comditigach SN in the NSFNET topology can equip two at most.
Ty = E(Ty) > - min(b;) always holds, we define In order to emulate application-driven provisioning, the
simulations consider three scenarios, whose QoS requirtsme
\ = 22) are normal, large-bandwidth and low-latency, respectividie
3 - max(b;)’ bandwidth demand of each request in the normal and low-
latency scenarios is randomly chosen frdenl, 0.3] Gbps,
while for the large-bandwidth one, it is withi6.5, 0.8] Gbps.
p(Tb > (1+7)-Tb) < exp(—=A-~?), (23) Each reques_t can tolerant an gnd-to—end latency random-
ly chosen within[0.85,5] msecs in the normal and large-
which proves the probabilistic guarantee for the total bangandwidth scenarios, while its requirement on end-to-end
width cost. Meanwhile, following the similar procedure, weatency is within|0.5, 0.8] msecs in the low-latency scenario.
can also prove the probabilistic guarantee for the total Ho ensure sufficient statistical accuracy, we torindependent
resource cost. Finally, as the outputAlforithm2 provides an simulations and average the results to get each data pdiat. T
upper-bound on the optimal solution of the original problemgimylations are carried out on a computer with GHz Intel
(i.e, TiLp), we prove the probabilistic guarantee. B Core i5-7400 CPU and GB memory, and the environment
is MATLAB 2016a with GLPK toolbox and Gurobi v9.0.

min(b;)

and finally get

TABLE |
PARAMETERS OF WF DEPLOYMENTS(ADAPTED FROM[19])

B. Small-Scale Simulations

VWNF1 | vNF2 | YNF3 | VNF 4 . .

W (o0 Too | 158 | 157 | 142 We first use the six-node topology to conduct small-scale
Throughput DockeTran) 1'32 1'26 1'22 1'7 simulations to compare the performance of our approximatio
(Gbps) m . . . . i i

SmariNIC 63) 10 10 10 10 a:cg_orlthr_n to _that r?f thE_IILlP mo_dt'aal\.I Th_eh mixw_nufr_n r:jumber

' WM (+D) 17 190 224 262 o] |terat|on§ (.g., the while-loop in gon_t m 1) is fixed as

Processing = D) 1545 | 1546 | 1857 | 197 @ = 10, while in the simulations, the while-loop actually gets
Latency (us) m : : : ; i

SmartiNIC ¢5) | 110.2 | 110.7 | 1109 | 1117 executedr Flmes at most a_md roughly times on average.

WM (&) 37 37 35 37 Table Il lists the simulation results. We observe that the ga
Memor}z ) Docke:n(fD 0003 | 0.003 | 0.002 | 001 between the near-optimal results frofigorithm 1 and the
Usage (% m : : : : ; s

SmarntNIC ¢3,) | 2625 | 22.75 | 2625 | 23.83 exact ones from the ILP is very small. Specifically, the latge

approximation ratio iSymax = 0.0749, while the average
approximation ratio isy = 0.0230. We can also see that
for the normal scenario in small scale, solving the ILP can
take slightly longer time than the approximation algorithm

In this section, we perform numerical simulations to evalyjowever, if we keep increasing the problem’s scale or make it
ate the performance of our proposed approaches for the vNF-

SC provisioning over heterogeneous NFV platforms. 1Theoretically speaking, the processing latency of a vNRukhincrease
with the rate of the traffic being processed, especially wihentraffic rate is
approaching to the processing capacity of the vNF. Howeneg practical

A. Simulation Setup network system, we will see packet drops when the traffic imtelose to
the processing capacity of a vNF, which will severely afféet vNF's QoS.

In the simulations, we consider two SNT topologiés,  Hence, in [19], we measured each VNF’'s data processing ghpu and

the small-scale six-node topology in Fig. 4(a) and the Iarg tency ir_1 tr_\e situation that it is far from being stres_;sed mer_e‘ is no packet
rop. This is actually the reason why the processing lagsnti Table | are

scale NSFNET topology in Fig. 4(b). We ConSi_qM| =4 constant numbers,e, the maximum traffic rate to a VNF is much smaller
types of vNFs, and the parameters about their deploymemis: its actual data processing capacity.

VI. PERFORMANCEEVALUATION



TABLE Il
SIMULATION RESULTS WITHSIX-NODE TOPOLOGY

|R| [ 2] 4] 8 | s
Normal Scenario
Total Deployment Cost | 3.40 4.41 4.88 5.40
ILP IT Resource Cost 3.16 3.85 4 412
Bandwidth Cost 0.24 | 0.56 0.88 1.28

Average running time (s)| 0.41 1.12 3.05 70.05
Total Deployment Cost | 3.40 | 4.41 4.88 5.44

Algorithm 1 IT Resource Cost 3.16 | 3.85 4 4.15
Bandwidth Cost 0.24 0.56 0.88 1.29
Average running time (s)| 0.31 0.55 1.03 2.08

Large-Bandwidth Scenario
Total Deployment Cost | 4.50 6.02 8.00 12.13
ILP IT Resource Cost 3.3 4.34 5.52 7.78

Bandwidth Cost 1.20 1.68 2.48 4.35
Average running time (s)| 0.57 | 21.06 | 950.08 | 2581.75

Total Deployment Cost | 4.50 6.27 8.24 12.51
Algorithm 1 IT Resource Cost 3.3 4.67 5.76 8.68

Bandwidth Cost 1.20 1.60 2.48 3.83

Average running time (s)| 0.49 0.99 1.48 3.90
Low-Latency Scenario

(b) NSFNET topology

Fig. 4. SNT topologies with propagation latencies markegsn Total Deployment Cost | 4.31 | 513 | 596 8.10
ILP IT Resource Cost 3.97 4.57 4.96 6.22
Bandwidth Cost 034 | 056 | 1.00 1.88
15 : : T T Average running time (s)| 1.12 | 17.45 | 27.32 103.52
g | Enomal Total Deployment Cost | 4.35 | 520 | 6.37 8.70
] [Large-Bandwidth ) otal Deployment 0S5 : : : :
< 10| [Jtow-Latency | Algorithm 1 IT Resource Cost 4.03 | 4.64 5.52 7.36
° Bandwidth Cost 0.32 0.56 0.85 1.34
: Average running time (s)| 0.42 0.96 1.49 2.97
g 5[
5}
il . |
0 5(a), we notice that when the number of requests is the same,
2 4 6 8 the total deployment cost increases if we switch from the
Number of Requests (|RI) normal scenario to the large-bandwidth one or the low-katen
(@) VNF-SC deployment cost one. This is because when the QoS requirement becomes
4 more stringent, provisioning a VNF-SC request could ingolv
WVMs more bandwidth or/and IT resource cost. The results in Table
= [ Docker Containers ! . . .
831 [CIsmartnics ] Il confirm the analysis, and so do those in Fig. 5(b). For
£ instance, Fig. 5(b) indicates that in the normal scenafid;-v
=z .. . .
o2f SC requests can be provisioned without using any SmartNICs,
g while the largest number of SmartNICs would be required to
e ] serve the requests in the low-latency scenario. Therefoee,
. - ‘ m results in Table Il and Fig. 5 also suggest that_ py leveraging
Normal  Large-Bandwidth Low-Latency heterogeneous NFV platforms, we can provision vNF-SC
Simulation Scenarios requests with various QoS requirements more cost-eftagtiv
(b) Device number fofR| = 8 This further justifies the motivation of this work.

Fig. 5. Optimal results for application-driven vNF-SC pisdening over
heterogeneous NFV platforms. C. Large-Scale Test

We then use the large-scale NSFNET topology to evaluate
our proposal. This time, as the ILP has already become
more complex €.g, the one in the large-bandwidth scenaridntractable, we only simulate our approximation algorithm
where more provisioning schemes have to be tried for eagle., Algorithm1), and use it to provisioning different numbers
request to satisfy its bandwidth requirememgorithm 1 of vNF-SCs to check its scalability. In the simulations, we
shows its high time-efficiency clearly. Specificalpgorithm assume that the maximum number of requestfRis = 64.
1 runs much faster than the ILP in such cases, and its runnifigis is because in practical cases, it would be rare for an SP
time does not increase exponentially with the problem’descato receive more thaf4 vNF-SC requests simultaneously and
The results in Table Il verify the effectiveness of our pre@d provision them in a batch. Hence, if more requests come in at
approximation algorithm. different time instants, the SP can simply apply our approxi
Fig. 5 shows the optimal results regarding the applicatiomation algorithm multiple times instead of provisioningih
driven vNF-SC provisioning in the six-node topology. In Figin one batch. Moreover, in the large-scale simulations, we d
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not distinguish the normal, large-bandwidth, and low+ate
scenarios, but assume that vNF-SC requests with various
QoS requirements distribute randomly in the pending regues
Therefore, the simulation scenario will be more practical.

We first evaluate the convergence performanc&lgbrithm
1 with the most stressful casee, it needs to jointly optimize
the provisioning schemes ¢R| = 64 pending VNF-SC re-
quests). Fig. 6 shows the results on convergence perfoenanc
where the result of the LP-relaxation gives a lower-bourdi an 4 8 16 32 48 64
each feasible solution obtained in one iteration provides a
upper-bound. We can see that for the most stressful case,
Algorithm 1 converges after onlg0 iterations to achieve an

N
o

=03 i

Average Total Cost
N
o

o

Number of Requests (|R|)
(a) vNF-SC deployment cost

upper-bound on the approximation ratio as- v = 1.2629. B30
£ |[Ily=03
'~ | @y=05
40 — lower-bound | - © 20 ly=0.7
— upper-bound 5
B30f ] Q
S 3 10
T | (@]
g2 S
= )
107 Z 0
4 8 16 32 48 64

0 : : : : Number of Requests (|R|)
0 10 20 30 40 50

lteration Number (b) Iterations to achieve selected

. ) ) Fig. 7. Simulation Results with NSFNET topology.
Fig. 6. Convergence performance Afgorithm 1 for serving|R| = 64

VNF-SCs in NSFNET topology. TABLE IlI

) AVERAGE RUNNING TIME OF Algorithm1 (y = 0.3)
Then, we change the number of pending requests ffam

64, apply Algorithm 1 with v € {0.3,0.5,0.7} to serve them, IR| | Average Running Time (s)
and record the average total deployment cost and the average 2 6.22

number of iterations to achieve the selectedFig. 7 shows the 8 15.59
simulation results. As expected, the results in Fig. 7(gpsst 16 33.07

that with a smaller, the total deployment cost of VvNF- 22 8118

SC requests can be further reduced with our approximation 18 136.01
algorithm. Meanwhile, the tradeoff is that a smalemakes 64 208.76

the algorithm run more iterations to obtain a qualified dotut
Therefore, for our proposed approximation algorithm, we ca

adjust the value ofy to tackle the tradeoff between the . .
o e . . . benchmark from the studies whose backgrounds are similar
solution’s optimality and the running time. Nevertheless, . 2 .
to ours, and decide to use the approximation algorithm de-

all the simulation scenarios, depreasnygfrom 0'7.t0 0-3 .VRloped in [9], which is also based on LP relaxation with
would not lead to an excessive increase of iterations, whicC

confirms the scalability of our proposal. Table Il lists th rKIuFer:ang ?gdhjmvriiitsr;gnﬁ:?blﬂgr%f naergw&r_fsltlctlroan Euggrzage
average running time taken gorithm 1, when+y is fixed graph) p 9. : grap

understood as the merging result of several vNF-SCs. As
as 0.3 and the number of requests i changes fromi to the benchmark considers similar constraints and optimoizat
64. It can be seen that whdiR| increases fromt to 64, the P

objective as ours, we can apply minor modifications to adapt

average time thatlgorithm 1 takes to serve one request OnIYt to our problem. Meanwhile, since it treats NF-subgraphs a

increases from.56 to 3.26 seconds. This further confirms the o ; .
the basic virtual structures for service provisioning, werge

4 vNF-SCs to compose each NF-subgraph
We first compardlgorithm1 and the benchmarkin the SNT
D. Comparative Evaluations whose topology is the 14-node NSFNET, and the simulation
In addition to evaluating our proposal in different simuparameters are the same as those in the previous subsection.
lation scenarios, we should also compare it with staterbf-a
benchmarks. However, to the best of our knowledge, theré&note that, if the number of VNF-SCs in each NF-subgraph islange,

is no existing algorithm that was designed to address diwould be difficult for the benchmark to find the best prowising scheme
for the resulting NF-subgraph. Hence, for fair comparisams only include

problem of application-driven provisioning of VNF-SCs 0Ve, \NF.scs in each NF-subgraph. We also try to merge other smatibers
heterogeneous NFV platforms. Therefore, we try to adoptovNF-SCs as an NF-subgraph, and the results follow the deene.

time-efficiency and scalability of our proposal.
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120 2

MlBenchmark [MBenchmark|
[Clalgorithm 1 [ClAigorithm 1]

Total Deployment Cost

Running Time Ratio of Algorithm 1 to Benchmark
Total Deployment Cost

Running Time Ratio of Algorithm 1 to Benchmark

4 8 16 32 48 64 4 8 16 32 48 64
Number of Requests (|R[) Number of Requests (|R[)

Fig. 8.
topology.

Comparisons of Algorithm 1 and the benchmark with NEF  Fig. 10.

topology.

Comparisons of Algorithm 1 and the benchmark withndée

we formulated a novel ILP model to optimize the application-
driven provisioning of vNF-SCs, such that the total cost of
VNF-SC deployment can be minimized while the QoS require-
ments of all the vNF-SCs are satisfied. To reduce the time
complexity of problem solving, we designed an approxinratio
algorithm based on LP relaxation with randomized rounding.
Extensive simulations confirmed that with significantly im-
proved time-efficiency, our proposed algorithm providearne
optimal solutions whose approximation ratios are bounded.
Although the focus of this work is algorithm design but not
system implementation, our proposal uses practical assump
tions and thus can be implemented in the control plane of an
SDN-based NFV frameworke(g, the network service header
(NSH) architecture [57]) to provide high-performance vNF-
Fig. 8 compares the two algorithms in terms of the deployme®€ provisioning schemes. In our future work, we will try to
cost of VNF-SCs and running time. Note that, to ensure faierify this with experimental investigations.

comparisons, we terminate the two algorithms after similar

numbers of iterations. We observe thagorithm 1 outper- ACKNOWLEDGMENTS

forms the benchmark to provide lower deployment costs,avhil This work was supported in part by the NSFC

its running time is only slightly longer. This is because thgyojects 61871357, 61771445 and 61701472, ZTE Research
benchmark does not specifically consider the heterogenegys,q pa-HQ-20190925001J-1, Zhejiang Lab Research Fund
NFV platforms to satisfy different QoS demands, or optimizgy19| E0AB01, CAS Key Project (QYZDY-SSW-JSC003),

the routing of each VNF-SC together with the placements gf,4 spr Program of CAS (XDC02070300).
VNFs (.e, it first determines the placements of vNFs and then

calculates the routing paths based on them). Meanwhile, as
Algorithm 1 addresses a more sophisticated optimization, it

Fig. 9. 16-node SNT topology with propagation latencieskadrin us.
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