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Abstract—Although network function virtualization (NFV) has been proven to be beneficial in terms of equipment cost, service delivery flexibility, and time-to-market, most of the studies in this area only addressed homogeneous NFV platforms (e.g., with virtual machines (VMs) only). In this work, we argue that by leveraging heterogeneous NFV platforms such as VMs, docker containers, and programmable hardware accelerators (e.g., SmartNICs), one could achieve better flexibility and cost-effectiveness to support virtual network function service chains (vNF-SCs) with various quality-of-service (QoS) requirements. Therefore, we study application-driven provisioning of vNF-SCs over heterogeneous NFV platforms, and design a polynomial-time approximation algorithm to tackle the problem for near-optimal solutions. We first introduce a layered auxiliary graph (LAG) based approach to model the problem of vNF-SC provisioning, and then formulate a novel integer linear programming (ILP) model based on it. Specifically, the ILP model minimizes the total cost of vNF-SC deployment while ensuring that the QoS requirements of all the vNF-SCs are satisfied. To solve the ILP time-efficiently, we propose an approximation algorithm based on linear programming (LP) relaxation and randomized rounding. Extensive simulations confirm that with significantly improved time-efficiency, our proposed algorithm can provide near-optimal solutions whose gaps to the exact ones are bounded.
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I. INTRODUCTION

Over the past decade, the Internet has gone through revolutionary changes to accommodate tremendous emerging applications [1, 2], for making our daily lives much more comfortable and convenient. Traditionally, service providers (SPs) rely on special-purpose middleboxes to support new applications, which recently becomes increasingly challenging because of the unbearable costs and maintenance complexity, and the long time-to-market. To address these challenges, SPs have switched to network function virtualization (NFV) [3, 4], which can realize network applications with virtual network functions (vNFs) running on general-purpose hardware/software platforms instead of using proprietary hardware [5, 6]. For instance, they can decompose network services into atomic network functions (e.g., firewall and load-balancer), instantiate the network functions with vNFs, and steer application traffic through required vNFs in sequence to realize each network service (i.e., vNF service chaining (vNF-SC) [7, 8]).

L. Dong and Z. Zhu are with the School of Information Science and Technology, University of Science and Technology of China, Hefei, Anhui 230027, P. R. China (email: zqzhu@ieee.org).
N. Fonseca is with the Institute of Computing, State University of Campinas, Campinas, SP 13083-852, Brazil.
Manuscript received on August 7, 2020.

The success of cloud computing and network slicing in 5G and datacenter networks has promoted the idea of composing network services as vNF-SCs [6, 9]. To fully explore the benefits of vNF-SC, previous studies have considered both the algorithm design for its service provisioning [10–12] and the system implementation for orchestrating IT and bandwidth resources for its deployment in real networks [13, 14]. Nevertheless, most of the existing studies on vNF-SC overlooked the possibility of using heterogeneous NFV platforms to realize vNFs, and assumed that all the vNFs would be instantiated over the same type of platforms (e.g., virtual machines (VMs)).

Note that, we can utilize various software/hardward platforms, e.g., VMs, docker containers [15], and programmable hardware accelerators (i.e., field programmable gate arrays (FPGAs) [16] and SmartNICs [17]), to realize vNFs. Here, VMs and docker containers can be deployed on commodity servers, while FPGA and SmartNICs are also general-purpose commodity hardware due to their programmability and commercial availability. Hence, realizing vNFs over these heterogeneous platforms will not violate the basic principle of NFV. Meanwhile, the unique features of the heterogeneous NFV platforms provide SPs better programmability and flexibility to support various quality-of-service (QoS) requirements simultaneously for vNF-SCs [18, 19]. For example, vNFs can be instantiated on docker containers with setup latencies less than one second [13], while those on SmartNICs can easily achieve over 10 Gbps traffic processing capacity [19].

Specifically, vNFs based on software platforms (i.e., VMs and docker containers) have advantages in terms of cost, elasticity, and setup latency, while their traffic processing capacities and data processing latencies could be the bottleneck for high-throughput and ultra-low-latency services (e.g., remote surgery). This is because software platforms have inherent performance overheads compared with hardware ones. On the other hand, even though FPGAs and SmartNICs ensure superior traffic processing performance, they have relatively high costs and need to be reprogrammed for deploying new vNFs (i.e., long setup latency). As each application has its own QoS demands from clients as well as other unique requirements like setup latency and service flexibility from its SP, its provisioning based on a vNF-SC should be “application-driven”, i.e., we need to consider the aforementioned advantages and disadvantages of each NFV platform and serve the application’s vNF-SC in the way that both its SP and clients can be satisfied. For instance, in the case where certain clients of vNF-SCs can move around and have stringent QoS demands for low latency (e.g., the ultra-low latency scenario in 5G), the SP will have difficulty satisfying the QoS demands if it
deploys all the vNFs in software platforms. On the other hand, deploying all the vNFs in SmartNICs might not be a good solution either, because they are relatively expensive and can hardly be reprogrammed quickly to adapt to the movement of clients. With heterogeneous NFV platforms, the SP has more flexibility to handle such situations. Hence, it will be relevant to consider application-driven provisioning of vNF-SCs over heterogeneous NFV platforms that separately consider VMs, docker containers, and SmartNICs for vNF deployments.

In our previous work [19], we studied this problem preliminarily, mainly from the perspective of system implementation. Specifically, we laid out the network model, built a simple testbed to demonstrate the benefits of serving vNF-SCs over heterogeneous platforms, and formulated an integer linear programming (ILP) model based on the measurements to optimize the application-driven provisioning of vNF-SCs in terms of cost-effectiveness. However, we did not try to optimize the ILP’s formulation or solve it time-efficiently. The ILP in [19] was only solved for small-scale problems (i.e., serving at most 6 vNF-SCs in a six-node topology). This is because the basic problem of vNF-SC provisioning is \( \mathcal{NP} \)-hard [20], and the ILP becomes intractable for large-scale problems. Although time-efficient heuristics can be leveraged to find feasible solutions, they can hardly obtain near-optimal solutions whose performance gap to the optimal ones is guaranteed.

Motivated by the aforementioned dilemma, we, in this work, revisit the problem of application-driven provisioning of vNF-SCs over heterogeneous NFV platforms, from the perspectives of theoretical analysis and algorithm design. We first introduce a layered auxiliary graph (LAG) based scheme to model the problem with a compact ILP. Then, we optimize the ILP’s formulation to improve its practicalness and optimization performance, such that the total cost of vNF-SC deployment can be minimized while the QoS requirements of all the vNF-SC requests are satisfied with carefully-chosen NFV platforms. Next, we design a polynomial-time approximation algorithm based on linear programming (LP) relaxation with randomized rounding, to solve the ILP’s optimization time-efficiently for near-optimal solutions. Finally, we conduct extensive simulations to evaluate our proposal and verify its performance. The major contributions of this work are summarized as follows.

- We consider application-driven provisioning of vNF-SCs over heterogeneous NFV platforms and design an ILP-based approach to model the provisioning problem.
- We formulate a compact ILP model to solve the problem exactly, based on the LAG-based problem modeling.
- Based on the ILP model, we design a polynomial-time algorithm with LP relaxation and randomized rounding to approximate the exact solutions.
- We run extensive simulations to verify the performance of our proposed approximation algorithm.

The rest of this paper is organized as follows. Section II briefly reviews the related work. In Section III, we describe the application-driven vNF-SCs provisioning problem and explain the LAGs to model it. The novel ILP model is formulated in Section IV, and we design the approximation algorithm based on LP relaxation with randomized rounding in Section V. The performance evaluation is then presented in Section VI. Finally, Section VII summarizes the paper.

II. RELATED WORK

Nowadays, NFV has gained intensive interests from both academia and industry and thus promoted active research and development activities. The technical documents for NFV standardization have been published in [21, 22] to explain the requirements and service frameworks of NFV and its typical use-cases, respectively. Depending on how the traffic flows are organized and routed over required vNFs, NFV can assist an SP to compose its network services in the forms of vNF-SCs [7, 23], vNF multicast trees [24], and generic vNF forwarding graphs [25]. It should be noted that the problem of NFV-based service composition is fundamentally different from the famous virtual network embedding (VNE) problem [26–29], according to the analysis in [24]. Specifically, NFV-based service composition can instantiate multiple vNFs, which belong to the same network service, on one substrate network element, while this changes the virtual topology and is normally not allowed in VNE. We focus on the provisioning of vNF-SCs over heterogeneous NFV platforms in this work, while more sophisticated service compositions with the same background will be considered in our future work. For the technical standard regarding vNF-SC, one can refer to [30].

Previously, many studies have been dedicated to optimizing the vNF-SC provisioning in different types of networks [12]. Using packet networks as substrate networks (SNTs), the studies in [31–34] have formulated optimization models and designed heuristic algorithms to tackle the problem. For example, the authors of [34] proposed an ILP model and a heuristic to optimize the vNF-SC provisioning across geographically-distributed clouds. Considering an optical network (e.g., the fixed-grid wavelength-division multiplexing (WDM) network or the flexible-grid elastic optical network (EON) [35–37]) as the SNT, researchers have also studied how to orchestrate IT resources together with the spectra in fiber links for assembling vNF-SCs in datacenter interconnections [10, 38]. Note that, the unique consideration of provisioning vNF-SCs in an optical network is that the bandwidth resources are represented by discrete wavelength channels. Hence, the joint optimization of IT and bandwidth resource allocations becomes more complex than its counterpart in a packet network [39].

In addition to conventional optimization techniques, recent studies have also leveraged game theory [40, 41] and machine learning [8, 11] to optimize vNF-SC provisioning. However, all the studies mentioned above resorted to either non-polynomial-time algorithms that are not scalable or heuristics whose performance gaps to the exact ones are not bounded. More importantly, none of them has considered the provisioning of vNF-SCs over heterogeneous NFV platforms.

Researchers have also tried to design approximation algorithms that can solve the provisioning of vNF-SCs with guaranteed gaps to the exact solutions [9, 42–46]. Dietrich et al. [9] presented a holistic solution to the problem of network service embedding in multi-provider networks. Specifically, they decomposed the problem into two subproblems and designed
LP formulations to derive near-optimal solutions for both of them. The authors of [42] first modeled the problem of vNF placement as a combination of the facility location problem and the generalized assignment problem, and then designed an approximation algorithm that can provide near-optimal solutions with bi-criteria constant approximation guarantees. Nevertheless, their model did not address the flow routing for vNF-SCs. In [43], the researchers designed a system that can dynamically provision IT and bandwidth resources to vNF-SCs to provide timing guarantees. They considered a homogeneous NFV environment in datacenters, and designed an approximation algorithm to maximize the number of vNF-SC requests that can be provisioned successfully.

Sang et al. [44] designed two polynomial-time algorithms for vNF-SC provisioning and proved their approximation ratios, but they assumed that there was only one type of vNFs in the network, which is not practical for general cases. The study in [45] showed that vNF-SC provisioning can be mapped to an exponential number of min-cost flow problems, based on which it developed an approximation algorithm. In [46], the authors formulated a mixed integer linear programming (MILP) model and proposed a polynomial-time algorithm to maximize the acceptable flow rate under a budget on energy costs, but latency constraints were not considered. These studies also did not consider heterogeneous NFV platforms.

The heterogeneous NFV platforms considered in this work refer to the general-purpose hardware/software platforms, e.g., VMs, docker-containers, and SmartNICs, which can be programmed to carry various vNFs. The network environment considered here is different from the hybrid environment in [47, 48], which consists of both special-purpose middleboxes and homogeneous NFV platforms (e.g., VMs). More specifically, all the heterogeneous platforms in our NFV environment can support various types of vNFs, while each middlebox in the hybrid environment is only dedicated to a single network function. Therefore, in our case, the vNF-SC provisioning is much more flexible and thus more complex.

To the best of our knowledge, the only existing studies that have considered heterogeneous NFV platforms are the HYPER in [18] and our own study in [19]. In [18], HYPER was developed as a high-performance service framework based on OpenStack and ONetCard, for realizing vNF-SCs over heterogeneous NFV platforms. Although the authors did an excellent job on system implementation, they did not focus much on the algorithm design of application-driven provisioning of vNF-SCs. For instance, they simply modeled the vNF placement as a bin packing problem but ignored the affiliation among vNFs for a specific vNF-SC. Moreover, their algorithm did not try to optimize the flow routing for vNF-SCs.

This paper greatly extends our preliminary study in [19], by proposing a novel and compact ILP based on the LAG-based problem modeling and designing an approximation algorithm that can ensure near-optimal solutions. More specifically, in terms of the ILP formulation, we make three major improvements. Firstly, the ILP in [19] is a path-based one, which means that we need to pre-calculate $K$ shortest paths between each node pair in the SNT. This, however, restricts the optimality of the ILP’s solutions, especially when the SNT’s topology is relatively large, and increasing the value of $K$ cannot resolve the issue completely. Hence, this work designs the ILP as a link-based one, which means that all the feasible paths in the SNT can be checked to guarantee its optimality. Secondly, with the LAG-based problem modeling, the ILP in this work describes the mapping of each vNF in a vNF-SC to a VM/Docker/SmartNIC on a substrate node more clearly, and its compactness is also ensured. Finally, in addition to data processing latency, this work also considers the propagation delay on network links, which makes the ILP more practical.

III. PROBLEM DESCRIPTION

In this section, we first describe the heterogeneous environment that includes software and hardware NFV platforms such as VM, docker container and SmartNIC, for vNF-SC deployment, then explain the LAGs for problem modeling, and finally define the problem of application-driven provisioning of vNF-SCs over heterogeneous NFV platforms.

A. Heterogeneous NFV Platforms

Fig. 1 shows an example on the network environment that includes heterogeneous NFV platforms. Here, each node in the substrate network (SNT) can support an arbitrary combination of three types of NFV platforms (i.e., VM, docker container (Docker) and SmartNIC), which are not special-purpose but can be used to instantiate different types of vNFs and satisfy various QoS requirements of applications. Hence, they are actually the virtualized IT resources in the SNT to facilitate NFV. For instance, Nodes 1 and 4 only support SmartNICs and Dockers, respectively, Node 2 can carry both VMs and Dockers, and Node 3 includes all the three types of platforms.

To save the total deployment cost, we allow different vNF-SCs to share a vNF. For example, vNF-SCs $R_1$ and $R_2$ in Fig. 1 share the vNF 1 instantiated on a SmartNIC on Node 3.

B. Layered Auxiliary Graphs (LAGs)

Since a vNF-SC request demands for an ordered sequence of vNFs to process application traffic along the chosen path from
source to destination, we model it as $R_i(s_i, d_i, SC_i, b_i, t_i)$, where $i$ is its unique index, $s_i$ and $d_i$ are the source and destination nodes, respectively, $b_i$ represents its bandwidth requirement, $t_i$ is its tolerable end-to-end delay, and $SC_i = <f_{i,1}, \ldots, f_{i,t_i}, \ldots, f_{i,N_i}>$ denotes its vNF sequence. Here, $f_{i,j}$ is the type of the $j$-th vNF, and $N_i$ is the number of vNFs in the vNF-SC. Each vNF in $SC_i$ needs to be mapped onto a VM/Docker/SmartNIC on a substrate node (SN), and we can either deploy a new vNF for it or make it use an existing vNF that is in the same type and has enough data processing throughput left. Then, the traffic of the vNF-SC needs to be steered through the deployed vNFs in the sequence required by $SC_i$. To model these relations with a compact ILP model and consequently facilitate the design of our approximation algorithm, we leverage the idea of LAGs in [49], i.e., using a few layered graphs derived from the physical topology to help build an integrated view during modeling. Specifically, we first decompose a vNF-SC $SC_i = <f_{i,1}, \ldots, f_{i,N_i}>$ into a few segments, each of which corresponds to the connection between two adjacent vNFs, i.e., the segments are $<s_i, f_{i,1}>$, $<f_{i,1}, f_{i,2}>$, $\ldots$, $<f_{i,N_i}, d_i>$. Then, we slice the SNT’s topology into $L^*$ LAGs, each of which has the same topology as that of the SNT, and we have

$$L^* = \max(N_i + 1).$$

The LAGs are denoted as $G_0, G_1, \ldots, G_{L^* - 1}$. The provisioning of each vNF-SC request $R_i$ will involve $(N_i + 1)$ LAGs. We number the segments of $R_i$ from 0 to $N_i$, where $<s_i, f_{i,1}>$ is the 0-th segment and so on. Then, the provisioning of the $j$-th segment is handled in the $j$-th LAG $G_j$, and the edge between two adjacent LAGs represent a vNF. For instance, for $R_i$, the edge between $G_j$ and $G_{j+1}$ is for the vNF $f_{i,j+1}$.

Fig. 2 depicts an example on LAGs. The traffic of the vNF-SC originates from Node 1, is processed by vNFs 1 and 2 sequentially, and terminates at Node 4. As $N_i = 2$, we use three LAGs, i.e., $G_0, G_1,$ and $G_2$, to provision it. In $G_0$, since the source of the vNF-SC is Node 1, we have a dummy node $o_1^0$ to point to Node 1 and place vNF 1 on Node 2. Then, the segment in $G_1$ starts from Node 2 and ends at Node 3, where vNF 2 is placed. Finally, in $G_2$, the segments ends at another dummy node $o_4^2$. Hence, the path from $o_1^0$ to $o_4^2$ represents the provisioning scheme of the vNF-SC.

C. Network Model

We model the SNT’s topology as an undirected graph $G(V, E)$, where $V$ and $E$ are the sets of SN and substrate links (SLs), respectively. Each SN $v \in V$ can carry $h_v$ NFV platforms at most, and more specifically, the maximum numbers of NFV platforms that can be VMs/Dockers/SmartNICs in SN $v \in V$ are denoted as $h_v^U$, $h_v^D$, and $h_v^S$, respectively. We use three parameters to denote the type of the $k$-th NFV platform on SN $v$, and their values are determined in advance. Specifically, $\mu_v, k$, $\xi_v, k$ and $\nu_v, k$ are boolean parameters that equal 1 if the $k$-th NFV platform on SN $v$ is a VM/Docker/SmartNIC, respectively, and 0 otherwise. We have

$$h_v^U + h_v^D + h_v^S = h_v,$$  \quad \forall v \in V, \tag{2}

$$\mu_v, k + \xi_v, k + \nu_v, k = 1, \quad \forall v \in V, \quad k \in [1, h_v]. \tag{3}

By adjusting the values of $\{h_v^U, h_v^D, h_v^S, \mu_v, k, \xi_v, k, \nu_v, k\}$, we can make each SN support an arbitrary combination of VMs/Dockers/SmartNICs. The total IT resource capacities of the NFV platforms on SN $v$ are $C_v^U / C_v^D / C_v^S$ for VMs/Dockers/SmartNICs, respectively.

Each vNF-SC can be built with different types of vNFs (e.g., firewall and network address translator (NAT)). Therefore, we denote the vNF types that can be supported in the SNT with set $M$. For a vNF belonging to type $m \in M$, if it gets deployed on a VM/Docker/SmartNIC, it consumes $d_{m,V}^U / d_{m,V}^D / d_{m,V}^S$ units of IT resources (e.g., the percentage of memory usage), can at most process $h_{m,V}^U / h_{m,V}^D / h_{m,V}^S$ data traffic in terms of bandwidth units, and takes $\xi_{m,V}^U / \xi_{m,V}^D / \xi_{m,V}^S$ units of time to process application data, respectively. For the communications among vNFs, we use $(u_{k_1}, v_{k_2})$ to denote the link $(u, v) \in E$ between the $k_1$-th NFV platform on SN $u$ and the $k_2$-th NFV platform on SN $v$. Obviously, for any two platforms on the same SN $v \in V$, the link $(v_{k_1}, v_{k_2})$ does not consume any bandwidth resources. Hence, we use links between NFV platforms to represent the routing path of each vNF-SC, and to denote the special cases of source and destination (i.e., $s_i$ and $d_i$ of $R_i$), we add a dummy node $o_{s_i}^c$ or $o_{d_i}^c$ to the LAGs if $s_i$ or $d_i$ is on SN $v \in V$, respectively. Fig. 3 gives an example to explain the path computation mentioned above, where the vNF-SC’s traffic gets routed as $o_{s_i}^c \rightarrow 2 \rightarrow 3 \rightarrow 4 \rightarrow o_{d_i}^c$, and vNF 1 is deployed on the $k_1$-th platform in Node 3, which is a SmartNIC.

IV. ILP FORMULATION

In this section, we formulate an ILP model to solve the problem of application-driven provisioning of vNF-SCs over an SNT that contains heterogeneous NFV platforms, based on the LAG-based modeling discussed in Section III-B. The optimization objective is to minimize the total deployment cost of all the vNF-SC requests. Specifically, to provision a vNF-SC request, we need to deploy the required vNFs on proper platforms in the SNs (i.e., the platforms can be based on VMs/Dockers/SmartNICs), and connect the vNFs in sequence by steering the traffic of the request from source to destination.

Notations:

- $G(V, E)$: the topology of the SNT.
- $G_j$: the $j$-th LAG sliced from the SNT.
- $R_i(s_i, d_i, SC_i, b_i, t_i)$: the $i$-th vNF-SC request ($R_i \in R$).
Fig. 3. Example of network model.

- \( N_i \): the number of vNFs in request \( R_i \).
- \( \beta \): the unit cost of bandwidth usage on each SL.
- \( M \): the set of available vNF types.
- \( f_{m,l}^U \): the boolean parameter that equals 1 if the \( l \)-th vNF in \( SC_i \) is a type-\( m \) vNF (\( m \in M \)), and 0 otherwise.
- \( h_v \): the number of NFV platforms that SN \( v \) has.
- \( \mu_{v,k} \): the boolean parameter that equals 1 if the \( k \)-th platform on SN \( v \) is a VM, and 0 otherwise.
- \( \xi_{v,k} \): the boolean parameter that equals 1 if the \( k \)-th platform on SN \( v \) is a docker container, and 0 otherwise.
- \( \nu_{v,k} \): the boolean parameter that equals 1 if the \( k \)-th platform on SN \( v \) is a SmartNIC, and 0 otherwise.
- \( d_{(u,v)} \): the propagation latency of link \( (u,v) \).
- \( \alpha_u^v/\alpha_o^v \): the dummy node to/from SN \( v \) if it is the source/destination of a VM/SC request.
- \( C_v^U/C_v^D/C_v^S \): the IT resource capacity of a VM/Docker/SmartNIC on SN \( v \), respectively.
- \( b_{m,l}^U/b_{m,l}^D/b_{m,l}^S \): the processing throughput of a VM/Docker/SmartNIC on SN \( v \), respectively, if it carries a type-\( m \) vNF.
- \( r_{m,l}^U/r_{m,l}^D/r_{m,l}^S \): the unit data processing latency of a VM/Docker/SmartNIC, respectively, if carrying a type-\( m \) vNF.
- \( \phi_{m,l}^v \): the unit cost of IT resources for deploying a type-\( m \) vNF on a VM/Docker/SmartNIC.

Variables:
- \( x_{i,(u,v)} \): the boolean variable that equals 1 if link \( (u,v) \) in LAG \( G_i \) is used to provision request \( R_i \), and 0 otherwise.
- \( y_{i,l}^v \): the boolean variable that equals 1 if the \( l \)-th vNF in \( SC_i \) is deployed on the \( k \)-th platform in SN \( v \), and 0 otherwise.
- \( \phi_{m,l}^v \): the boolean variable that equals 1 if the \( k \)-th platform in SN \( v \) carries a type-\( m \) vNF, and 0 otherwise.

Objective:
The objective is to minimize the total deployment cost of all the vNF-SC requests. Here, the deployment cost of each vNF-SC request includes both the cost of IT resource usages for vNF placement and the cost of bandwidth usage. Therefore, the optimization objective is

\[
\text{Minimize } T = T_v + T_b,
\]

where \( T_v \) and \( T_b \) are the costs of IT and bandwidth usages,

\[
T_v = \sum_{m,v,k} \left( \alpha_{m,k}^v \cdot \phi_{m,k}^v \cdot \mu_{v,k} + \alpha_{m,k}^D \cdot \phi_{m,k}^D \cdot \xi_{v,k} + \alpha_{m,k}^S \cdot \phi_{m,k}^S \cdot \epsilon_{v,k} \right),
\]

\[
T_b = \sum_{i,u,v,k,j} \beta \cdot b_i \cdot d_{(u,v)} \cdot x_{i,(u,v)}.
\]

Terms:
- \( \alpha_{m,k}^v \): the unit cost of bandwidth usage on each SL.
- \( \phi_{m,k}^v \): the boolean parameter that equals 1 if the \( k \)-th platform on SN \( v \) is a VM, and 0 otherwise.
- \( \mu_{v,k} \): the boolean parameter that equals 1 if the \( k \)-th platform on SN \( v \) is a docker container, and 0 otherwise.
- \( \nu_{v,k} \): the boolean parameter that equals 1 if the \( k \)-th platform on SN \( v \) is a SmartNIC, and 0 otherwise.
- \( \xi_{v,k} \): the boolean parameter that equals 1 if the \( k \)-th platform on SN \( v \) is a SmartNIC, and 0 otherwise.
- \( \beta \cdot b_i \cdot d_{(u,v)} \cdot x_{i,(u,v)} \): the boolean parameter that equals 1 if the \( k \)-th platform on SN \( v \) is a SmartNIC, and 0 otherwise.

Constraints:
- Eq. (6) ensures that the vNF deployment on the NFV platforms in each SN will not exceed their IT resource capacities.
- Eq. (7) ensures that the vNF deployment on the platforms in each SN will not exceed their data processing capacities.
- Eq. (8) ensures that, for a request \( R_i \), its end-to-end latency, which includes both the data processing latency and the link propagation delay, will not exceed the QoS requirement \( t_i \).
- Eq. (9) ensures that each vNF in \( SC_i \) is deployed on one and only one NFV platform.
- Eq. (10) ensures that each NFV platform on an SN can only be used to carry one type of vNF at most.
- Eqs. (11)-(12) ensure that the values of the variables are set correctly according to their inherent relations.
Eq. (11) makes sure that if \( \phi_{x,k}^{v_{x,k}} = 1 \), and \( \phi_{m}^{v_{x,k}} \) should be set as 0 otherwise.
\[
\sum_{v,k_2} x_i(u_{k_2}, v_{k_2}), o = \sum_{v,k_2} x_i(v_{k_2}), o = y_{i,k_1}^{v_{x,k}}, y_{i,j+1}^{v_{x,k}}, \forall k_1, u \in V, i, j \in [1, N_i - 1].
\] (13)

Eq. (13) ensures the flow conservation constraint, which means that the in and out flows of each NNF platform is equal except for the ingress/egress points of a segment of SC \( G \).
\[
\sum_{v,k_2} x_i(u_{k_2}, v_{k_2}), o = \sum_{v,k_2} x_i(v_{k_2}), o = \left\{ \begin{array}{ll} 1, & k_1 = 0_v^u \text{ and } u = s_i, \\
& -y_{i,k_1}^{v_{x,k}}, \forall i. \end{array} \right.
\] (14)

Eq. (14) ensures the flow conservation constraint in the first LAG \( G_0 \), when serving \( R_i \).
\[
\sum_{v,k_2} x_i(u_{k_2}, v_{k_2}), o = \sum_{v,k_2} x_i(v_{k_2}), o = \left\{ \begin{array}{ll} -1, & \text{otherwise}, \\
& y_{i,k_1}^{v_{x,k}}, \forall i. \end{array} \right.
\] (15)

Eq. (15) ensures the flow conservation constraint in the \( N_i \)-th LAG \( G_{N_i} \), when serving \( R_i \).
\[
y_{i,t}^{v_{x,k}} = \bar{y}_{i,t}^{v_{x,k}} = 0, \forall v, t, u_1^v, u_2^v.
\] (16)

Eq. (16) ensures that the dummy nodes to/from each SN \( v \) cannot be used for real vNF deployment.
\[
\sum_{u,k_1,v,k_2} x_i(u_{k_2}, v_{k_2}), j \geq 1, \forall i, j.
\] (17)

Eq. (17) ensures that at least one link in \( G_j \) is chosen for composing a path segment of \( R_i \).
\[
\begin{align*}
\sum_{v,k_2} x_i(u_{k_2}, v_{k_2}), j \geq y_{i,k_1}^{v_{x,k}}, \\
\sum_{v,k_2} x_i(u_{k_2}, v_{k_2}), j-1 \geq y_{i,j}^{v_{x,k}}, \forall u, k_1, j \in [1, N_i].
\end{align*}
\] (18)

Eq. (18) ensures the correct relation between vNF placement and routing path construction. Specifically, it makes sure that if the \( k_1 \)-th platform on SN \( u \) is used to deploy the \( j \)-th vNF of \( SC_i \), the path calculation in LAGs \( G_{j-1} \) and \( G_j \) should consider the \( k_1 \)-th platform on SN \( u \) as an end-node for segments \( <f_{i,j-1}, f_{i,j}> \) and \( <f_{i,j}, f_{i,j+1}> \), respectively.

V. DESIGN OF APPROXIMATION ALGORITHM

Solving the aforementioned ILP model can obtain the exact solutions of our problem, but it would be intractable for large-scale ones. Meanwhile, it is known that even the basic vNF placement problem is \( \mathcal{NP} \)-hard [12]. Therefore, we resort to a polynomial-time approximation algorithm which can guarantee the performance gap to the exact solutions. Specifically, our approximation algorithm leverages LP relaxation with randomized rounding to solve the problem of application-driven provisioning of vNF-SCs over heterogeneous NFV platforms time-efficiently and obtain near-optimal solutions.

A. Overall Procedure

Algorithm 1 shows the overall procedure of our approximation algorithm. In addition to the information about the SNT and vNF-SC requests, it also takes several positive parameters (i.e., \( Q, \gamma, \delta, \epsilon, \) and \( \zeta \)) as the inputs. We use \( Q \) and \( \gamma \) to adjust the tradeoff between the time complexity of the algorithm and its approximation ratio, and their values are determined empirically [50]. Specifically, the value of \( \gamma \) can be understood as a preset expectation on the output of Algorithm 1. We will prove the relation between \( \gamma \) and the approximation ratio of Algorithm 1 later in Section V-D, and will show the effects of \( \gamma \) with the simulations in Section VI. \( \delta, \epsilon, \) and \( \zeta \) are the ratios to tighten the constraints in Eqs. (6)-(8) for the LP relaxation, respectively, and they are introduced to ensure that we can get feasible solutions to the original ILP model through LP relaxation with randomized rounding. The values of \( \delta, \epsilon, \) and \( \zeta \) are also determined empirically.

In Line 1, we relax all the boolean variables in the ILP model to real ones within \([0, 1]\) and get an LP model. Then, Line 2 tightens several constraints in the LP with the corresponding ratios. For instance, we tighten the IT resource capacities with \( \delta \), which means that in the LP model, we have
\[
\begin{align*}
\tilde{C}_{w}^u \leq C_{w}^u \cdot (1 - \delta), \\
\tilde{C}_{w}^D \leq C_{w}^D \cdot (1 - \delta), \quad \forall v \in V, \\
\tilde{C}_{w}^S \leq C_{w}^S \cdot (1 - \delta)
\end{align*}
\] (19)

where \( \tilde{C}_{w}^u, \tilde{C}_{w}^D, \) and \( \tilde{C}_{w}^S \) are the corresponding IT resource capacities in the LP. The similar tightening scheme applies to the constraints in Eqs. (7) and (8). The LP is solved in Line 3 to obtain the integer solution \( \tilde{x} \), which is a lower-bound of the solution to the original ILP. This can be done in polynomial-time [51] (e.g., with the ellipsoid algorithm [52]).

Line 4 is for the initialization of the randomized rounding. The while-loop covering Lines 5-14 performs the randomized rounding for \( Q \) iterations at most. In each iteration, Line 6 performs randomized rounding on the real variables in \( \tilde{x} \), calculates \( \bar{x}^u_{v,k}, \bar{y}_{i,t}^{v_{x,k}}, \bar{\phi}_{m}^{v_{x,k}} \) based on the rounding results, and obtains an integer solution \( S \), all with Algorithm 2. Then, we calculate the objective \( T_{IR} \) and validate all the constraints in the original ILP with \( S \) (Line 7). If \( S \) is a feasible solution to the ILP, Line 9 checks whether its performance satisfies the approximation ratio \( \gamma \). If yes, we get a qualified solution to the ILP. Otherwise, the while-loop proceeds to the next iteration.

B. Randomized Rounding

Algorithm 2 explains the randomized rounding to construct an integer solution based on the solution to the LP, i.e., \( \bar{x} \). Lines 1-2 are for the initialization. Then, in the for-loop covering Lines 3-33, each iteration determines the integer solution \( \{x_{i,v_{k_1},v_{k_2}}\} \) that is related to provision request \( R_i \) in LAG \( G_j \). Specifically, the operations are as follows. For each request \( R_i \), we calculate a path segment in \( G_j \), which starts from a link \((u_{k_1}, v_{k_2})\). Here, we use \((v_{k_1}, v_{k_2})\) to denote all the outgoing links from the \( k \)-th platform on SN \( v \). Then, following the chosen link, we select an outgoing link from its ending platform with a probability \( \bar{x}_{i,v_{k_1}}, v_{k_2} \), and repeat the procedure until reaching the ending platform of \( R_i \) in \( G_j \).
In Line 4, we initialize $t_1$ and $t_2$, which represent the starting SN and the platform on the SN that originates the chosen link, respectively. Then, if the $x_{i,(u_k,v_k),j}$ from the LP is within $[p_1,k_1, p_2,k_2]$, link $(u_k,v_k)$ is chosen in LAG $G_j$ to serve $R_i$ (Lines 9-23). Here, $F_1$ is the flag to indicate whether the provisioning in $G_j$ has ended, while flag $F_2$ tells us whether a required link has been found for the segment in $G_j$, and Lines 13-15 help to avoid endless loops. Finally, when all the values of $\{x_{i,(u_k,v_k),j}\}$ have been obtained, Lines 34-35 compute $\{y_{i,l}, \phi_{v,k}^{i,l}\}$ based on them, insert the variables in $S$, and return $S$ as an integer solution from the randomized rounding.

**Algorithm 1:** Procedure of Approximation Algorithm

**Input:** SNT topology $G(V,E)$, set of vNF-SC requests $R$, maximum number of rounding trials $Q$, approximation ratios $\gamma$, $\delta$, $\epsilon$, and $\zeta$.

1. relax the ILP of Eqs. (4)-(18) to get an LP;
2. tighten the LP’s constraints in Eqs. (6)-(8) with ratios $\delta$, $\epsilon$ and $\zeta$, respectively;
3. solve the LP to get $\{x_{i,(u_k,v_k),j}, y_{i,l}, \phi_{v,k}^{i,l}\}$ in real numbers and the objective $T_{LP}$ with Eqs. (4)-(5);
4. $q = 1$, $X_{i,j} = \{x_{i,(u_k,v_k),j}\}, \forall i, j$;
5. while $q \leq Q$ do
   6. perform randomized rounding on $\{X_{i,j}\}$ to get an integer solution $S$ with Algorithm 2;
   7. calculate objective $T$ and validate all constraints in the original ILP with $S$;
   8. if $S$ is a feasible solution to the ILP then
      9. if $T \leq (1 + \gamma) \cdot T_{ILP}$ then
         10. break;
      11. end
   12. end
   13. $q = q + 1$;
end

**C. Time Complexity**

The time complexity of Algorithm 2 is $O(|R| \cdot \max(N_i) \cdot \max(|X_{i,j}|)^2)$. In Algorithm 1, solving the LP is known to be within polynomial time. Specifically, its complexity is $O(Z^{3.5} \cdot L)$ if we use the famous interior point method [53], where $Z$ is the number of variables and $L$ is the total number of bits of the input. Hence, the overall complexity of Algorithm 1 is $O(Q \cdot |R| \cdot \max(N_i) \cdot \max(|X_{i,j}|)^2 + Z^{3.5} \cdot L)$. To this end, we can see that Algorithm 1 is a polynomial-time algorithm.

**D. Approximation Ratio**

**Lemma 1.** Algorithm 1 is an approximation algorithm for the original provisioning problem defined in the ILP, and its approximation ratio is upper-bounded by $(1 + \gamma)$.

**Proof:** After relaxing the ILP, we get the LP’s solution (i.e., $T_{LP}$) as a lower-bound of the optimal solution (i.e., denoted as $T_{ILP}$). As the original optimization is a minimization problem, each feasible solution (i.e., $T$) provided by Algorithm 1 sets an upper-bound on the optimal solution. Hence, we can calculate the approximation ratio of Algorithm 1 as

$$\eta = \frac{T}{T_{ILP}} \leq \frac{(1 + \gamma) \cdot T_{LP}}{T_{ILP}} \leq \frac{(1 + \gamma) \cdot T_{ILP}}{T_{ILP}} = 1 + \gamma,$$

i.e., the approximation ratio will not exceed $(1 + \gamma)$.

**Lemma 2.** Due to the randomized rounding, the probability of Algorithm 2 obtaining a feasible solution $T \geq (1 + \gamma) \cdot T_{ILP}$ is upper-bounded by $\exp(-\lambda \cdot \gamma^2)$, where we have $\lambda = \frac{1}{4 \max(b_i)}$.

**Algorithm 2:** Randomized Rounding

**Input:** SNT topology $G(V,E)$, set of vNF-SC requests $R$, $\{X_{i,j}\}$ from the LP.

**Output:** An integer solution $S$.

1. $S = \emptyset$;
2. choose the value of $p$ within $(0, 1)$ randomly;
3. for each request $R_i \in R$ do
   4. $t_1 = s_i, t_2 = s_i, p_1, v, k = 0, p_2, v, k = 0$;
   5. for each LAG $G_j$ used by $R_i$ do
      6. $F_1 = 0$;
      7. while $F_1 = 0$ do
         8. $F_2 = 0$;
         9. for each $x_{i,(u_k,v_k),j}$ related to $G_j$ do
            10. if $u = t_1$ and $k_1 = t_2$ then
               11. $p_2, v, k = 0, p_1, v, k = x_{i,(u_k,v_k),j}$;
               12. if $p_3, k_1 < p \leq p_3, k_1$ then
                  13. if link $(u_k,v_k)$ has been chosen then
                     14. break;
                  end
               end
               15. insert $x_{i,(u_k,v_k),j} = 1$ in $S$;
               16. $t_1 = v, t_2 = k_2, F_2 = F_2 + 1$; update $p_1, v, k$ and $p_2, v, k$;
                  break;
               end
               17. $p_1, v, k = p_1, v, k$;
            end
         end
         18. if $F_2 > 0$ then
            19. $F_1 = 0$;
         else
            20. $F_1 = 1$;
            21. deploy the $j$-th vNF of $SC_i$ on the $t_2$-th platform on SN $t_1$;
            22. update the corresponding variable $x$ and insert it in $S$;
         end
      end
   end
   23. calculate $\{y_{i,l}, \phi_{v,k}^{i,l}\}$ based on the $x$-based variables in $S$ and insert them in $S$;
24. return($S$);
Proof: In order to prove the probabilistic guarantee, we recast the algorithm in terms of random variables, and analyze the total bandwidth cost $T_b$ in Eq. (5) first. For bounding $T_b$ in Algorithm 2, we introduce the discrete random variable $Y_{i,u,k_1,v_2,j} \in \{0, \beta \cdot b_1 \cdot d_{(u_1,v_2,j)} \}$. According to the principle of randomized rounding, we have the probability $P \{ Y_{i,u,k_1,v_2,j} = \beta \cdot b_1 \cdot d_{(u_1,v_2,j)} \} = x_{i,u,k_1,v_2,j}$. Hence, we can get the total bandwidth cost of one trial in Algorithm 2 as $\tilde{T}_b = \sum Y_{i,u,k_1,v_2,j}$, which makes the output of Algorithm 2 as $T_b = E(\tilde{T}_b)$. Next, we scale variables $Y_{i,u,k_1,v_2,j}$ within $[0, 1]$, i.e., $Y = \frac{Y_1}{\beta \cdot \max(b_i)}$, and have $\tilde{T}_b = \sum Y$. By applying the well-known Chernoff-Bound [54], we can get

$$P \left( \tilde{T}_b > (1 + \gamma) \cdot E(\tilde{T}_b) \right) \leq \exp(-\gamma^2 \cdot \frac{E(\tilde{T}_b)}{3}),$$

where $E(\tilde{T}_b)$ is a part of the multiplicative form and provides a looser but more convenient bound [54]. Then, as the condition $T_b = E(\tilde{T}_b) \geq \beta \cdot \min(b_i)$ always holds, we define

$$\lambda = \frac{\min(b_i)}{3 \cdot \max(b_i)},$$

and finally get

$$P \left( \tilde{T}_b > (1 + \gamma) \cdot T_b \right) \leq \exp(-\lambda \cdot \gamma^2),$$

which proves the probabilistic guarantee for the total bandwidth cost. Meanwhile, following the similar procedure, we can also prove the probabilistic guarantee for the total IT resource cost. Finally, as the output of Algorithm 2 provides an upper-bound on the optimal solution of the original problem (i.e., $T_{ILP}$), we prove the probabilistic guarantee.

![Proof](attachment:image.png)

### TABLE I

PARAMETERS OF VNF DEPLOYMENTS (ADAPTED FROM [19])

<table>
<thead>
<tr>
<th>Throughput (Gbps)</th>
<th>vNF 1</th>
<th>vNF 2</th>
<th>vNF 3</th>
<th>vNF 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>VM ($b_{m,i}$)</td>
<td>1.60</td>
<td>1.55</td>
<td>1.57</td>
<td>1.42</td>
</tr>
<tr>
<td>Docker ($b_{m,i}$)</td>
<td>1.32</td>
<td>1.26</td>
<td>1.22</td>
<td>1.7</td>
</tr>
<tr>
<td>SmartNIC ($b_{m,i}$)</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Processing Latency (μs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VM ($c_{m,i}$)</td>
<td>177</td>
<td>190</td>
<td>224</td>
<td>262</td>
</tr>
<tr>
<td>Docker ($c_{m,i}$)</td>
<td>154.5</td>
<td>154.6</td>
<td>155.7</td>
<td>197</td>
</tr>
<tr>
<td>SmartNIC ($c_{m,i}$)</td>
<td>110.2</td>
<td>110.7</td>
<td>110.9</td>
<td>111.7</td>
</tr>
<tr>
<td>Memory Usage (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VM ($\alpha_{m,i}$)</td>
<td>3.7</td>
<td>3.7</td>
<td>3.5</td>
<td>3.7</td>
</tr>
<tr>
<td>Docker ($\alpha_{m,i}$)</td>
<td>0.003</td>
<td>0.003</td>
<td>0.002</td>
<td>0.01</td>
</tr>
<tr>
<td>SmartNIC ($\alpha_{m,i}$)</td>
<td>26.25</td>
<td>22.75</td>
<td>26.25</td>
<td>23.83</td>
</tr>
</tbody>
</table>

VI. PERFORMANCE EVALUATION

In this section, we perform numerical simulations to evaluate the performance of our proposed approaches for the vNF-SC provisioning over heterogeneous NFV platforms.

A. Simulation Setup

In the simulations, we consider four SNT topologies, i.e., the small-scale six-node topology in Fig. 4(a) and the large-scale NSFNET topology in Fig. 4(b). We consider $|M| = 4$ types of vNFs, and the parameters about their deployments on a VM/Docker/SmartNIC are in Table I, which are the experimental results measured in [19]. Specifically, we deployed the VMs and Dockers on Linux servers, each of which is a Lenovo ThinkSystem SR650 with 2.10 GHz Intel Xeon Silver 4110 CPU and 32 GB memory and runs Ubuntu 16.04, while we also equipped Netronome Agilio SmartNICs on the servers to support vNFs. All the network interfaces on the servers were based on 10 GBe (i.e., with a traffic processing throughput of 10 Gbps). Table I captures certain real differences when a vNF is operating over a VM/Docker/SmartNIC, while more practical differences will be considered in our future experimental studies. The number of vNFs required by each vNF-SC request is randomly chosen within $[1, 4]$. The cost coefficients are set as $\beta = 0.4$, $\alpha_{m,1} = 1$, $\alpha_{m,2} = 1.6$, and $\alpha_{m,3} = 1.76$, according to the latest realistic data [55, 56]. As programmable hardware is relatively expensive, we assume that the SNT with the six-node topology has at most one SmartNIC per SN, while each SN in the NSFNET topology can equip two at most.

In order to emulate application-driven provisioning, the simulations consider three scenarios, whose QoS requirements are normal, large-bandwidth and low-latency, respectively. The bandwidth demand of each request in the normal and low-latency scenarios is randomly chosen from $[0.1, 0.3]$ Gbps, while for the large-bandwidth one, it is within $[0.5, 0.8]$ Gbps. Each request can tolerate an end-to-end latency randomly chosen within $[0.85, 5]$ msecs in the normal and large-bandwidth scenarios, while its requirement on end-to-end latency is within $[0.5, 0.8]$ msecs in the low-latency scenario. To ensure sufficient statistical accuracy, we run 10 independent simulations and average the results to get each data point. The simulations are carried out on a computer with 3.0 GHz Intel Core i5-7400 CPU and 8 GB memory, and the environment is MATLAB 2016a with GLPK toolbox and Gurobi v9.0.

B. Small-Scale Simulations

We first use the six-node topology to conduct small-scale simulations to compare the performance of our approximation algorithm to that of the ILP model. The maximum number of iterations (i.e., the while-loop in Algorithm 1) is fixed as $Q = 10$, while in the simulations, the while-loop actually gets executed 7 times at most and roughly 3 times on average.

Table II lists the simulation results. We observe that the gap between the near-optimal results from Algorithm 1 and the exact ones from the ILP is very small. Specifically, the largest approximation ratio is $\gamma_{max} = 0.0749$, while the average approximation ratio is $\bar{\gamma} = 0.0230$. We can also see that for the normal scenario in small scale, solving the ILP can take slightly longer time than the approximation algorithm. However, if we keep increasing the problem’s scale or make it

---

1Theoretically speaking, the processing latency of a vNF should increase with the rate of the traffic being processed, especially when the traffic rate is approaching to the processing capacity of the vNF. However, in a practical network system, we will see packet drops when the traffic rate is close to the processing capacity of a vNF, which will severely affect the vNF’s QoS. Hence, in [19], we measured each vNF’s data processing throughput and latency in the situation that it is far from being stressed and there is no packet drop. This is actually the reason why the processing latencies in Table I are constant numbers, i.e., the maximum traffic rate to a vNF is much smaller than its actual data processing capacity.

---
more complex (e.g., the one in the large-bandwidth scenario, where more provisioning schemes have to be tried for each request to satisfy its bandwidth requirement). Algorithm 1 shows its high time-efficiency clearly. Specifically, Algorithm 1 runs much faster than the ILP in such cases, and its running time does not increase exponentially with the problem’s scale. The results in Table II verify the effectiveness of our proposed approximation algorithm.

Fig. 5 shows the optimal results regarding the application-driven vNF-SC provisioning in the six-node topology. In Fig. 5(a), we notice that when the number of requests is the same, the total deployment cost increases if we switch from the normal scenario to the large-bandwidth one or the low-latency one. This is because when the QoS requirement becomes more stringent, provisioning a vNF-SC request could involve more bandwidth or IT resource cost. The results in Table II confirm the analysis, and so do those in Fig. 5(b). For instance, Fig. 5(b) indicates that in the normal scenario, vNF-SC requests can be provisioned without using any SmartNICs, while the largest number of SmartNICs would be required to serve the requests in the low-latency scenario. Therefore, the results in Table II and Fig. 5 also suggest that by leveraging heterogeneous NFV platforms, we can provision vNF-SC requests with various QoS requirements more cost-effectively. This further justifies the motivation of this work.

C. Large-Scale Test

We then use the large-scale NSFNET topology to evaluate our proposal. This time, as the ILP has already become intractable, we only simulate our approximation algorithm (i.e., Algorithm 1), and use it to provisioning different numbers of vNF-SCs to check its scalability. In the simulations, we assume that the maximum number of requests is |R| = 64. This is because in practical cases, it would be rare for an SP to receive more than 64 vNF-SC requests simultaneously and provision them in a batch. Hence, if more requests come in at different time instants, the SP can simply apply our approximation algorithm multiple times instead of provisioning them in one batch. Moreover, in the large-scale simulations, we do
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Fig. 5 shows the optimal results regarding the application-driven vNF-SC provisioning in the six-node topology. In Fig. 5(a), we notice that when the number of requests is the same, the total deployment cost increases if we switch from the normal scenario to the large-bandwidth one or the low-latency one. This is because when the QoS requirement becomes more stringent, provisioning a vNF-SC request could involve more bandwidth or/and IT resource cost. The results in Table II confirm the analysis, and so do those in Fig. 5(b). For instance, Fig. 5(b) indicates that in the normal scenario, vNF-SC requests can be provisioned without using any SmartNICs, while the largest number of SmartNICs would be required to serve the requests in the low-latency scenario. Therefore, the results in Table II and Fig. 5 also suggest that by leveraging heterogeneous NFV platforms, we can provision vNF-SC requests with various QoS requirements more cost-effectively. This further justifies the motivation of this work.

C. Large-Scale Test

We then use the large-scale NSFNET topology to evaluate our proposal. This time, as the ILP has already become intractable, we only simulate our approximation algorithm (i.e., Algorithm 1), and use it to provisioning different numbers of vNF-SCs to check its scalability. In the simulations, we assume that the maximum number of requests is |R| = 64. This is because in practical cases, it would be rare for an SP to receive more than 64 vNF-SC requests simultaneously and provision them in a batch. Hence, if more requests come in at different time instants, the SP can simply apply our approximation algorithm multiple times instead of provisioning them in one batch. Moreover, in the large-scale simulations, we do
not distinguish the normal, large-bandwidth, and low-latency scenarios, but assume that vNF-SC requests with various QoS requirements distribute randomly in the pending requests. Therefore, the simulation scenario will be more practical.

We first evaluate the convergence performance of Algorithm 1 with the most stressful case (i.e., it needs to jointly optimize the provisioning schemes of \(|R| = 64\) pending vNF-SC requests). Fig. 6 shows the results on convergence performance, where the result of the LP-relaxation gives a lower-bound and each feasible solution obtained in one iteration provides an upper-bound. We can see that for the most stressful case, Algorithm 1 converges after only 30 iterations to achieve an upper-bound on the approximation ratio as \(1 + \gamma = 1.2629\).

![Fig. 6. Convergence performance of Algorithm 1 for serving \(|R| = 64\) vNF-SCs in NSFNET topology.](image)

Then, we change the number of pending requests from 4 to 64, apply Algorithm 1 with \(\gamma \in \{0.3, 0.5, 0.7\}\) to serve them, and record the average total deployment cost and the average number of iterations to achieve the selected \(\gamma\). Fig. 7 shows the simulation results. As expected, the results in Fig. 7(a) suggest that with a smaller \(\gamma\), the total deployment cost of vNF-SC requests can be further reduced with our approximation algorithm. Meanwhile, the tradeoff is that a smaller \(\gamma\) makes the algorithm run more iterations to obtain a qualified solution. Therefore, for our proposed approximation algorithm, we can adjust the value of \(\gamma\) to tackle the tradeoff between the solution’s optimality and the running time. Nevertheless, in all the simulation scenarios, decreasing \(\gamma\) from 0.7 to 0.3 would not lead to an excessive increase of iterations, which confirms the scalability of our proposal. Table III lists the average running time taken by Algorithm 1, when \(\gamma\) is fixed as 0.3 and the number of requests in \(R\) changes from 4 to 64. It can be seen that when \(|R|\) increases from 4 to 64, the average time that Algorithm 1 takes to serve one request only increases from 1.56 to 3.26 seconds. This further confirms the time-efficiency and scalability of our proposal.

![Fig. 7. Simulation Results with NSFNET topology.](image)

**TABLE III**

| \(|R|\) | Average Running Time (s) |
|--------|--------------------------|
| 4      | 6.22                     |
| 8      | 15.59                    |
| 16     | 33.07                    |
| 32     | 81.18                    |
| 48     | 136.01                   |
| 64     | 208.76                   |

**D. Comparative Evaluations**

In addition to evaluating our proposal in different simulation scenarios, we should also compare it with state-of-art benchmarks. However, to the best of our knowledge, there is no existing algorithm that was designed to address our problem of application-driven provisioning of vNF-SCs over heterogeneous NFV platforms. Therefore, we try to adopt a benchmark from the studies whose backgrounds are similar to ours, and decide to use the approximation algorithm developed in [9], which is also based on LP relaxation with rounding and solves the problem of network function subgraph (NF-subgraph) provisioning. Here, an NF-subgraph can be understood as the merging result of several vNF-SCs. As the benchmark considers similar constraints and optimization objective as ours, we can apply minor modifications to adapt it to our problem. Meanwhile, since it treats NF-subgraphs as the basic virtual structures for service provisioning, we merge 4 vNF-SCs to compose each NF-subgraph².

We first compare Algorithm 1 and the benchmark in the SNT whose topology is the 14-node NSFNET, and the simulation parameters are the same as those in the previous subsection.

²Note that, if the number of vNF-SCs in each NF-subgraph is too large, it would be difficult for the benchmark to find the best provisioning scheme for the resulting NF-subgraph. Hence, for fair comparisons, we only include 4 vNF-SCs in each NF-subgraph. We also try to merge other small numbers of vNF-SCs as an NF-subgraph, and the results follow the same trend.
Next, we simulate the two algorithm with the random SNT topology in Fig. 9, which has 16 SNs, and a new type of vNFs (i.e., vNF 5) is also introduced to compare the algorithms in more aspects. The parameters of vNF 5 are assumed to be the average values of the corresponding ones of vNFs 1-4 in Table I, and the other simulation parameters are still the same. Fig. 10 plots the simulation results of the two algorithms, which still have the similar trends as those in Fig. 8. The results in Figs. 8 and 10 verify the advantages of our proposal, and thus further justify the contributions of this work.

VII. CONCLUSION

In this paper, we studied application-driven provisioning of vNF-SCs over heterogeneous NFV platforms. An LAG-based approach was first introduced to model the provisioning problem. Then, based on the vNF-SC requests and their LAGs, we formulated a novel ILP model to optimize the application-driven provisioning of vNF-SCs, such that the total cost of vNF-SC deployment can be minimized while the QoS requirements of all the vNF-SCs are satisfied. To reduce the time complexity of problem solving, we designed an approximation algorithm based on LP relaxation with randomized rounding. Extensive simulations confirmed that with significantly improved time-efficiency, our proposed algorithm provides near-optimal solutions whose approximation ratios are bounded. Although the focus of this work is algorithm design but not system implementation, our proposal uses practical assumptions and thus can be implemented in the control plane of an SDN-based NFV framework (e.g., the network service header (NSH) architecture [57]) to provide high-performance vNF-SC provisioning schemes. In our future work, we will try to verify this with experimental investigations.
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