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Abstract—Hybrid  optical/electrical ~datacenter networks
(HOE-DCNSs) build inter-rack networks with both electrical
Ethernet switches and optical cross-connects (OXCs), andakie
been considered as a promising DCN architecture. Howeverot
adapt to the dynamic network environment, the reconfiguraton
of virtual networks (VNTs) in an HOE-DCN still faces the
unique difficulty that the HOE-DCN’s topology can change
because of the one-to-one connectivity of OXCs. To the best o |
our knowledge, this problem still has not been fully explorel. :
In this paper, we address this problem, and consider how to
achieve effective VNT reconfiguration in an HOE-DCN such —
that the IT resource usages in racks can be re-balanced with Core I Aggregation
the migration of virtual machines (VMs). We first formulate a Switeh Switch
mixed integer linear programming (MILP) to describe the VNT
reconfiguration. Then, we solve the problem with two steps, )1 OXC OXC Reconfiguration OXC
obtaining the VM migration schemes to balance the loads on —) m D
racks, and 2) determining the reconfiguration schemes of rated
virtual links (VLs) and the OXC. For the first step, we propose
a polynomial-time approximation algorithm by leveraging linear
relaxation. Then,_ we tackle .the optlml_zatlon of th_e sec_ond Fig. 1. (a) Architecture of HOE-DCN, and (b) ReconfiguratioihOXC.
step by developing an algorithm that involves a linear-time
dynamic programming and an integer linear programming
(ILP). To solve the ILP time-efficiently, we propose another . .
polynomial-time approximation algorithm based on Lagrangan longer setup and reconfiguration latency [11-16]. Theggfor
relaxation. Our simulations confirm the effectiveness of te it would be interesting to study how to operate HOE-DCNs
proposed approximation algorithms, and verify that the oveall  in consideration of the pros and cons of EPS and OCS [17].
procedure including them outperforms the existing approad. The typical network architecture of an HOE-DCN can be

Index Terms—Hybrid optical/electrical datacenter network seen in Fig. 1(a), where the top-of-rack (ToR) switches are
(HOE-DCN), Network virtualization, Virtual network recon figu- jnterconnected with two types of inter-rack networks. le th

a ToR
BV Switch

(a)

[ Optical Port
(b)

ration, VM migration, Approximation algorithm. figure, the EPS-based one is on the top, which consists of
electrical Ethernet switches organized in a hieraticalokop
I. INTRODUCTION ogy, while the optical cross-connect (OXC) at the bottom

OWADAYS, datacenters (DCs) have already become tfigpresents the OCS-based inter-rack network. Therefoee, t

biggest contributor to Internet traffic, and the traffic ifPCN operator can route traffic flows over the two inter-
DCs has being increaging rap|d|y with an annual rate C|0§@Ck networks, according to their characteristics. Howeve
to 30% [1, 2]. Hence, considering the fast development dhe network control and management (NC&M) for a DCN
data-intensive network services such as Big Data and vidéoactually much more complicated than traffic routing. This
streaming [3-5], we can estimate that the infrastructul@®f is because a network service handled by a DCN normally
networks (DCNSs) will face increasing challenges from archfleploys multiple virtual machines (VMs), and relies on the
tecture scalability, energy efficiency, and managemenityagi VMs’ collaboration to accomplish service tasks. For exampl
[6], due to the pressure from enormous amounts of traffic. TtaRdoop MapReduce [18] usually relies on VM clusters, each
address these Cha”engeS’ pe0p|e have proposed to addl Orﬂ&WhICh includes both name- and data-nodes, to run its tasks
circuit switching (OCS) into inter-rack networks and integ Hence, each network service actually forms a virtual net-
it with the conventional electrical packet switching (ER®) Work (VNT) [9], where the VMs are the virtual nodes (VNs)
8]. By doing so, one realizes a hybrid optical/electricalNDC and the routing paths to bridge the communications among
(HOE-DCN), which can be more scalable and energy-efficiefite VMs are the virtual links (VLs). This motivates us to
[9, 10]. Compared with EPS, OCS provides larger switchidgverage the well-known virtual network embedding (VNE)

capacity and higher energy efficiency, while its downside [89, 20] for deploying network services in a DCNe.,, the
DCN is treated as the substrate network (SNT) shared by
S. Zhao and Z. Zhu are with the School of Information Scienoé athe VVNTs for network services. However. VNE is jUSt for
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230027, P. R. China (email: zqzhu@ieee.org). the initial deployment, while each network service needs to
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network environment of a DCN is usually highly dynamicthe selected VMs such that the loads on the racks can be re-
i.e., the usages of IT and bandwidth resources are time-varidmdjanced, we propose a polynomial-time approximation-algo
and network services can arrive, change and leave on-thiim by leveraging linear relaxation. Thirdly, once theka
fly [21]. Therefore, the optimality of initial VNE results na that the selected VMs migrate to are determined, we solve
be progressively degraded over time. This suggests that Ve subproblem of calculating the reconfiguration schenfies o
reconfiguration [22—24] has to be considered to re-optirthize related VLs and the OXC with an algorithm that involves
resource allocation in the DCN from time to time. However linear-time dynamic programming and an integer linear
VNT reconfiguration is more complex than VNE because ggrogramming (ILP) model. In order to solve the ILP time-
needs to select the VNTSs to reconfigure, which does not exéficiently, we propose another polynomial-time approxioma
in VNE. Moreover, to limit the operational complexity of VNT algorithm based on Lagrangian relaxation. Therefore, tilngys
reconfiguration, we should only reconfigure a restricted nurim this work greatly improves the algorithm designs in [25],
ber of VMs and VLs, which brings in additional constraintsbecause it ensures optimization gaps of the obtained sphiti
Note that, even though VNT reconfiguration in generiPerformance evaluations with extensive simulations canfir
packet networks [24] and DCNs [22] has already been invedtie effectiveness of the proposed approximation algosthm
gated, the VNT reconfiguration in HOE-DCNs is a brand-new The rest of the paper is organized as follows. We survey
problem that is intrinsically more complex. This is becaudbe related work briefly in Section Il. Section Ill providéset
all the existing studies on this topic [22—24] are based en tproblem description. The overall optimization model of VNT
assumption that the SNT'’s topology will not change aftetheaceconfiguration in an HOE-DCN is presented in Section IV.
reconfiguration operation, while this assumption is noidvalln Section V, we propose the approximation algorithms, and
in HOE-DCNs. As shown in Fig. 1(b), the operation principl¢he simulations for performance evaluations are discussed
of OXCs determines that they can only achieve one-to-ofSection VI. Finally, Section VII summarizes the paper.
connectivity between inputs and outputs. Hence, if the VNT
reconfiguration in an HOE-DCN wants to remap one or more Il. RELATED WORK
VLs on an optical connection through the OXC, the SNT’s Since the inception of network virtualization, the problem
topology might be changed. In other words, after the OX6f VNE has been studied intensively for various types of
has been reconfigured, the OCS-based inter-rack network wikétworks [20, 26—31]. Specifically, the studies in [30, 3ay&
have different physical connections among the ToR switchesldressed the VNE in DCNs, which leveraged the IT and
which will not happen in a conventional DCN. bandwidth resources on servers and network links, resfgecti
Previously, in [25], we have conducted a preliminary study, to deploy the VMs and VLs of VNTs. One can refer to [32]
on how to realize effective VNT reconfiguration in an HOEfor a comprehensive survey on the existing VNE algorithms.
DCN, such that the IT resource utilizations in racks can be releanwhile, the network virtualization technologies haeeib
balanced with VM migration. The network model was base@viewed in [33]. To address the dynamic nature of DCNs,
on our implementations of network orchestration systems foetwork reconfiguration schemes should be considered to re-
HOE-DCNSs in [9, 10], and thus practical assumptions wetgalance the usages of IT and bandwidth resources frequently
used to ensure that algorithms developed based on them [34]. Note that, in DCNs, re-balancing resource usageg-esp
be deployed in a real-world HOE-DCN without any difficultycially the IT resource usages, is a commonly-used mechanism
First of all, we selected the VMs, which are running on heavye avoid overloaded hot-spotse|, resource contentions) [35],
loaded racks and thus should be migrated, with a trivialdyeeand it can bring in a few benefits, such as reducing job
algorithm based on empirically-determined parameterenTh completion time [36], and saving power consumption [37].
we designed an algorithm to calculate new VNE schemesWithout considering HOE-DCNs as SNTs, the studies in
of the VNTs, which have VMs that have been selected f¢22, 24] studied how to realize VNT reconfiguration. The au-
migration. More specifically, the problem solving was dedd thors of [22] considered how to leverage VNT reconfiguration
into two steps, 1) calculating VM migration schemes for th® realize load balancing in a conventional DCN built with
VNTSs to balance the loads on racks, and 2) determining lEEPS-based Ethernet switches. In [24], we studied the pmoble
configuration schemes of the related VLs and OXC, and timef reconfiguring virtual software-defined networks (vSDIs)
efficient heuristics were designed to tackle them. Howeher, balance the flow-table installations in an SNT that congiéts
heuristics developed in [25] cannot get near-optimal gmhst programmable data plane switches. On the other hand, the
whose performance gaps to the optimal ones are boundednetwork virtualization systems, which can realize VNT re-
The aforementioned dilemma motivates us to extend tlkenfiguration, have been experimentally demonstrated8r [3
study in this work. Specifically, for the problem of VNT40] for load balancing and addressing physical-layer ssue
reconfiguration in HOE-DCNSs, we still focus on the algorithr\s none of the existing studies on VNT reconfiguration used
design to obtain new VNE schemes of the VNTs that hawwan HOE-DCN as the SNT, they all assumed that the SNT'’s
VMs to migrate, but design approximation algorithms forthe topology will not change through the reconfiguration. This,
wo steps mentioned above. The new contributions made in thiswever, is invalid for the problem considered in this work,
work are explained as follows. Firstly, we formulate a mixeecause in an HOE-DCN, the reconfiguration of OXCs results
integer linear programming (MILP) model to describe thi different physical connections among the ToR switches.
overall optimization for calculating new VNE schemes based The architecture of HOE-DCN has been proposed in [7,
on preselected VMs. Secondly, to determine where to migragto integrate the advantages of EPS and OCS for making



DCNs more scalable and energy-efficient. Recently, thdestudis predetermined based on the traffic condition on the VL

in [6, 9, 10] suggested that by utilizing artificial inteigce [25], and will not change afterwards. For instance, in a VNT

technologies such as deep reinforcement learning (DRLg, oior Hadoop applications, the traffic volume between two data

can effectively improve the management agility of HOErode VMs is much higher than that between data-node and
DCNs and stimulate EPS and OCS to cooperate seamlessyne-node VMs [9, 10]. Hence, a VL between two data-node
for application-aware service provisioning. Neverthglesese VMs should be predetermined as an “optical-preferred” one.

studies were focused on the DRL-assisted network orchestra

tion and related experimental demonstrations, but did det 8. VNT Reconfiguration in HOE-DCNs

dress how to solve the VNT reconfiguration in an HOE-DCN. The overall procedure of the VNT reconfiguration in an

As we have explained before, the major difficulty of SOIVinQ—IOE-DCN is explained withAlgorithm 1 [25]. The basic

VNT.r?co?fiog;rgtionr:pthOE—_DCNs is the unique Op.(;.ratioribea of our VNT reconfiguration is to balance the IT resource
principle o S, which resiricts one-to-one conneaiVar - > ations in racks with VM migration. Note that, the VNT

TORHSOVEtg'g;' This |r:nplles Lhats';\r:_le_, VNT rleconfflguratllon IrPeconfiguration does not try to balance the bandwidth usages
an ) can change the S topology from time 18, ) 5" The rationale behind this consideration is two-fold
time. To address this new problem, we conductedaprellmlnq,firstly, in DCNs, compared with the IT resource usages in

study in [25], and developed several heynsﬂcs that Cam}?atcks, bandwidth usages on SLs actually vary much fastdr, an
ensure bounded _pgrformance gaps to optimal solutions. HO{W&S using VNT reconfiguration to balance them would induce
ever, as t.he heunsch do not have performance guaram‘Mesmuch more frequent reconfigurations and complicate NC&M
problem is still not fully explored. to an unbearable level. Secondly, we have other options to
balance the bandwidth usages in much simpler wayg,
Il. PROBLEM DESCRIPTION applying traffic engineering techniques in each VNT [41].
In this section, we explain the network model, procedure, Line 1 of Algorithm1 is for preprocessing, and it selects the
and preprocessing of VNT reconfiguration in HOE-DCNs. VMs that are running on heavy-loaded racks and thus should
be migrated. Here, the VM selection can be achieved with a
A. Network Model trivial greedy algorithm based on an empirically-detereain

. selection ratio. For instance, the selection algorithmigesd
We model the SNT i, an HOE-DCN) asG(Vs, Es), 9

h dE h t sub q SN in [25] first sorts the racks in descending order of their IT
whereV, and £, are the sets of substrate nodes (SNs) a'?gsource usages, then sequentially selects the mostcéttiti

subst;?te links (SLs), rispehc_tl\r/]e!y. llndour p;Pl)FLem,_e?]bh S\/Ms to reconfigure such that migrating them away from their
Us € Vs IS @ SEIVer rack, which includes a 10 switch, an(qurrent racks can push the racks’ IT resource usages close to
a server pool whose totgl IT and I/O capacities are de_no average value, and stores all the selected VMs ir/et

ahs C;i’l_ an(;j 5 8 respectlvel_?{. B_efore VNT reconflguratlé)n’when the selection ratio is reached. Actually, the VM sébect

2 €1l and Ireslé)urce UE |zat|ck)n§ onTr??mlg are ﬁ"’-‘han s algorithm should be customized according to the HOE-DCN
Vs res_pectwe y. For each rack, Its To _SW'tC as erator’s expectation on the VNT reconfiguratieng, the
connecting to the OXC and the EPS-based inter-rack netw erator can use different selection scenarios and/octgate

S|mu_ltaneously as ShO_W” In Fig. 2. Hence, gneSLe Es €an  ratios to balance the tradeoff between the complexity and
be either an Ethernet link for EPS or an optical connection f%ffectiveness of VNT reconfiguration. Therefore, we leave i

OCS {.e. toffrom thg OXC). At any given time, .due to the ert, and make sure that our algorithm design lfdmes 2-4
one—to-ope conn.ect|V|ty of the OXC, ea_ch TOR_ switch can Or_]ggn accomplish the optimization based on the selected VMs
communicate with one other ToR switch using OCS, Wh'lﬁrovided by the preprocessing

who to talk with is determined by the OXC’s configuration. = | "o work, we focus on designing approximation algo-

We model the topology of a VNT &5, (V:., E,), whereV,.  pypme g accomplish the tasks described.ines2-4. Specifi-

and E,. are the sets of VNs and VLs, respectively. Here, eg%”y’ by migrating the selected VMs /s and remapping
VN v, €V, reprgsents a VM that runs t.he network SeNVICRe related VLs, our VNT reconfiguration has the primary
of the VNT, and its IT resource demand is denotedasA  giactive as to balance the IT resource usages in the HOE-
VL e, = (v,.,_u,.) € E,._connects two VMs«,. andu,), and DCN. We also consider the OXC reconfiguration’s impact on
has a bandwidth requirement b, ..,).- _ optical-preferred VLs, and thus set the secondary objects/

In this work, we assume that the EPS-based inter-ragi,,yimize the number of optical-preferred VLs that are em-
network is architected based on a non-blocking topoleqy, e qgeqd on optical connections after the VNT reconfiguration
the well-known fat-tree topology in Fig. 1(a). Hence, the ., \/\T reconfiguration, the VMs and VLs are the basic
bandwidth capacity between any two racks in the HOE-DCutwork elements that need to be remapped in the HOE-
will be enough to route all the flows between the SeIVe[SCN. For load balancing, a VM can be migrated to any
in them, provided that there is no congestion on the iNtras. \yhose IT and I/O resources are enough for it, while the
rack links between the servers and their ToR swnches. V(\,[Snsequent VL remapping needs to consider the one-to-one
denote the I/O resource demand of a ViIM as by, which e ctivity of the OXC, if optical connections are invave

equals the total bandwidth demand of all the VLs that erf\qore specifically, we can reconfigure two types of VLs,
at it. In addition, we assume that each VL can be either

“optical-preferred” or “do-not-care”. Note that, this rédute 1The simulations in Section VI still use the VM selection aigum in [25].



Algorithm 1: Overall Procedure of VNT Reconfigura- e b, : /O utilization in rackv, € V; before reconfiguration.

tion in an HOE-DCN « Vi set of VMs that are chosen for reconfiguration.

e m,, . boolean that equals 1 if VM, is selected for
reconfiguration, and 0 otherwise.

o E?: set of optical-preferred VLs.

e ¢,,.: IT usage of VMo, € Vj;.

e by, 110 usage of VMuv, € V3.

1 perform preprocessing to select VMs to migrate and
store the selected VMs in séf;

2 determine the remapping schemes of VMsVig;

3 calculate the reconfiguration schemes of related VLs

4 ?;rgégevﬁﬂéﬁr,mvs accordingly and reconfigure all the * 0,7 boolean that_ equa_ls LIt VM, is emb_edded on rack
facted VLs: R vs before reconfiguration, and _O otherwise.
afrec ' o f(u,,v,): boolean that equals 1 if the OXC connects racks
us andwvs before reconfiguration, and 0 otherwise.
Variables:

e ¢y . IT utilization in rackvs € V; after reconfiguration.

3¢ "" I _I « dr: boolean that equals 1 if VM, is embedded on rack
7 7 v, after reconfiguration, and O otherwise.
1_— 2 1 - 2— 4— o f(u,,v,): boolean that equals 1 if the OXC connects racks
aﬁ b us anduw, after reconfiguration, and O otherwise.
. ZEZZj) boolean that equals 1 if optical-preferred VL
Flow a-b: — (ur:vr) € E? is embedded on the optical link between
Optical link: - - - racksu, andwv, after reconfiguration, and O otherwise.
* G(u,v,)- boolean that equals 1 if optical-preferred VL
(a) Before Reconfiguration (b) After Reconfiguration (ur,v,) € E¢ is embedded on an optical connection after

reconfiguration, and 0 otherwise.
Fig. 2. Example on remapping “VLs without VM migration” to &gt to an . 9 . . e
OXC reconfiguration. e Cmax: the maximum ratio of IT utilization on a rack after

reconfiguration.

Objective:
VLs with VM migration, and VLs without VM migration [25].  The primary objective is to balance the IT resource usages
Here, “VLs with VM migration” refer to the VLs that have tojn the HOE-DCN, which can be realized by minimizing the
be reconfigured to adapt to the migration of their end VMsgnaximum ratio of IT utilization on a rack after reconfigucati
while “VLs without VM migration” means that the VLs need(c,..). For the second objective, we can obtain the number of
to be reconfigured purely because of an upcoming OXC rec@jptical-preferred VLs that are embedded on optical connec-
figuration. For example, Fig. 2 provides an illustrativerepée  tions after reconfiguration as
on the remapping of VLs without VM reconfiguration. Before 1
the VNT reconfiguration (as in Fig. 2(a)JoR Switche4 and n= 3 Z up vr)- 1)
3 can talk with each other using an optical connection thinoug (wr,vr)EEL
the OXC, which means that the Mla, b) betweerVMsa and  Hence, the overall optimization objective is defined as
b is mapped onto the SL that represents the optical connection
Then, we reconfigure the OXC to makeR Switched and 2
mutually connected through it (as in Fig. 2(b)). This rem®veyheren and 3 are positive coefficients to weight the impor-
the optical connection betweefoR Switchesl and 3, and tance of the two objectives, and we haves 8.
affects the operation of Via, b). Therefore, we have to remap constraints:
the VL in the EPS-based inter-rack network.

Minimize (@ - cmax — B+ 71), 2

« VM Mapping Constraints:

IV. MILP M oDEL FORVNT RECONFIGURATION Z S =1, Vo, € Vi @
After the preprocessing, we need to determine the reconfig- v €V
uratlon schemes of the selected VMs, related VLs and OX@q (3) ensures that each VM st||| gets mapped onto one and

Notations: ~
pf - (1 =mw,) =0y - (1 =ma,) =0,

o V,: set of racks in the SNT. (4)
« R: set of VNTs in the SNT. Vor € Ve, Vs € Vs, 7 € R.
o V.isetof VMs in a VNTr € R. Eqg. (4) ensures that after reconfiguration, the VM that does
o R set of rack pairs in the SNT. not need to be migrated is still mapped on its original rack.
o C,,: total IT capacity of servers in rack, € V. « Optical-preferred VL Mapping Constraints:
« B, : total I/O capacity of servers in raak € V.
o By, v,)- total bandwidth capacity of the optical connec- ) f(qu) 4 3ur 4 ur
tion between a rack paitus, vs) € Rs. L oly £ = 3 ; (5)

e ¢y, IT utilization in rackv, € V; before reconfiguration. V(us,vs) € Rs, Y(ur,vr) € E7.



Eq. (5) ensures that if an optical-preferred VL needs to beFirst of all, we apply the restriction that the preset thrggh
embedded between a rack pair that is connected with an bptica the total number of reconfigured ports in the OXC should
connection, the VL can be mapped on the optical connectidre » = 0 in Eq. (10). This means that we do not allow any
~ T OXC reconfiguration. Then, we divide the problem solving
q < S0 ) Y(up,vy) € B . . -
(uryvr) = L ()7 T T (6) into two steps, 1) calculating the VM migration schemes for
(“‘S’”"_)e T _ re-balancing the loads on the racks, and 2) determining the
Eq. (6) ensures that if an optical-preferred VL is mapped gaconfiguration schemes of related VLs. By treating eack rac

an optical connection, it is denoted correctly. as a hin and each VM as an item, we can easily verify
o OXC Reconfiguration Constraints: that the optimization in the first step is the general case of
the load-balanced bin packing problem, which is known to
Z ﬁus,vs) =1, Yus € Vi, @) be N'P-hard [43]. For the second step, if we consider each
{vsi(us,vs)ERs} optical connection through the OXC as a knapsack and the
Z 7 1 Ve, eV optical-preferre.d VLs that ca_ln_be.em_bedded on the. optical
e T en (usyvs) = % ¥Ts = Ve (8) connection as items, the optimization is tr_ans_formed ihto t
T general case of the knapsack problem, which is Al$®-hard
Fwaws) = Frwams)» V(us,vs) € Rs. (9) [42]. Because a special/restricted case of the optimizatio

Eqs. (7)-(9) ensure that each rack can only talk with onl oﬁﬁe MILP model is a combination of the general cases of two
gs. y Y O own A7P-hard problems, we prove it§P-hardness. =
other rack through the OXC.

V= S0 T fuswn <70 (10) V. APPROXIMATION ALGORITHMS
(us,vs)€ERs As the problem of VNT reconfiguration in HOE-DCNSs is
Eq. (10) ensures that the total number of reconfigured ports/P-hard, we try to solve it time-efficiently with polynomial-

the OXC cannot exceed the preset non-negative threshold time approximation algorithms. We divide the problem sodyi
« Resource Constraints: into two steps [25], 1) calculating the migration schemes of

selected VMs, and 2) obtaining the reconfiguration schemes

Cor t Y cop - (B = 8U7) < Cu,, Vos € Vi ) of related VLs and the OX€

vr€Vy
Eq. (11) ensures that the IT resource utilization on each ra'é' Determ|.n|ng VM Mlgratu?n.Schemes . )
does not exceed its IT capacity after reconfiguration. ~For the first step, the optimization to determine the migra-
B tion schemes of selected VMs can be formulated as follows.
bu, + Z bu - (80 = 6u7) < Bug, Vus € V. (12) Minimize cmax,

or Vi st Egs. (3), (11)-(13), and (15) 1O
Eq. (12) ensures that the 1/O resource utilizatiqn on gackl "An the proof of Lemmal, we have already verified the
does not exceed its /O capgcny after reconflguratlon. NOp_hardness of this optimization. Therefore, we design an
that, the 1/O usage of a VM is the total bandwidth usage %fpproximation algorithm for it as explained Algorithm 2.

all the VLs that end at it. The approximation algorithm leverages linear relaxation
Coo = Co, + Z Cor - (627 — 6UT), Vo, € V. (13) with randomized rounding. We first obtain a linear program-
vrEVE ming (LP) model by relaxing all the boolean variables to real

Eq. (13) calculates the IT resource utilization on each raagfas i_n[O, 1] (Lin_ehl)H Thefw,LinIeZ_ solves thf LIP ang gets the}
after reconfiguration. objectiveZ p. With the LP’s solution, we cgscu ate the ratio o

IT resource usage of each racke V; as 7 - and store the
> b ﬂﬂ:jﬁ:)) < Bluy vy V(us,vs) € Rs. (14) racks in set in ascending order of their ratiokifie 3). The

(us,vs)EED while-loop coverind-ines5-14 performs randomized rounding

Eq. (14) ensures that bandwidth usage of each optical cenn@® the LP's solution (fodl/; iterations at most). Here, we first
tion through the OXC does not exceed its bandwidth capacRgrform randomized rounding on the real variablesdfj- }

after reconfiguration. with Algorithm 3, and obtain an integer solutida (Line 6).

- Then, inLine 7, we get the objectiveZ* with F. If F is a

Crmax > EL Yus € Vs, (15) feasible solution to the 9riginal ILP, we check wheth&t

Ve satisfied the condition of— < 1+, (Line9), where(1+,)

Eq. (15) calculates the value of,ax. is the pre-defined approximation ratio with > 0. If yes, we
Complexity Analysis: stop the iterations and outpBtas the solution of the ILP.

Lemma 1. The VNT reconfiguration described by the afore- 1h€ detailed procedure of the randomized roundingiire
mentioned MILP model is aVP-hard problem. 6 of Algorithm 2 is explained inAlgorithm 3. Lines 1-4 are

Proof: We prove the N P-hardness of the problem by 2As we solvg thg problem in two se_quenti_al steps, thg finall_trqasuvided
by the approximation algorithms designed in this Sectioghihinot ensure

restriction, I.e., restricting away some of its aspects until A strict gap to the exact solution from the MILP model. Theragjpation
known A/P-hard problem shows up [42]. algorithm for the overall optimization will be studied in rofuture work.



Algorithm 2: Approximation Algorithm for Determin-
ing VM Migration Schemes

Algorithm 3: Randomized Rounding

Input: {57;;}, Vv

Output: F.

F=0;

set variabler,, = 1 for each selected VMs;
generate a random numbemwithin (0, 1);
calculate the IT usagé&, on eachu, € V; by
removing all the VMs selected to migrate;

1 relax ILP in Eqg. 16 to obtain an LP;

2 solve the LP to obtair{g;‘j;} and its objectiveZ, p;

3 store racks inV; in setV in ascending order of their
ratios of IT resource usages;

m=1;

5 while m < M; do

IN
AW N P

6 useAlgorithm 3 to perform randomized rounding 5 for eachvs € V in sorted orderdo
on {5;‘;;} (based on the sorted order i) and 6 for each VMu, with (z,,. =1 and 55;‘ > p) do
obtain an integer solutioF; 7 insert6~g7' =1inF;

7 | calculate objectiveZ* with F; 8 2y, = 0;

8 if F is a feasible solution of original ILRhen 9 end

9 if Z- <1+ then 10 end

10 | break; 1 for each VMu, with (z,, = 1) do

u end 12 Vg = argmin (?”S );

12 end {us€V} N e

13 | m=m+1, 13 insertgg;' = 1in F and update?, ;

14 end 14 Ty, = 0;

15 return F and Z*; 15 end

for the initialization. In the for-loop that coveisines 5-10, mjgration schemes determined above, to maximize the number
we check all the racks in sdt in ascending order of their ot gniical-preferred VLs that are embedded on optical con-
ratios of IT resource usages. For each rackwe find all hections after reconfiguration. This problem can be solved
the VMs that satisfyz,, = 1 andd;; > p (Line 6), round ith Algorithm 4 [25]. Since we already know the VM
the corresponding variable$d(: }) to 1 and insert them iff  mjgration schemes at this moment, all the rack pairs thdt wil

(Line 7), and label these VMs witlr,, = 0 to denote that pe connected with inter-rack VLs after reconfiguration stou
their integer solutions have been ObtainEihé 8) Next, the also be known. We store these rack pairs inBet

integer solutions for the remaining VMg, those still with
xy, = 1) are obtained with the for-loop coverignes11-15.
The time complexity ofAlgorithm 3 is O(|V| - |V3]). For
Algorithm 2, the LP can be solved in polynomial-time.g,
the time complexity isO(X?3® - Y) when we use the interior
point method [44], whereX is the number of variables in the 2
LP andY is the total number of bits of the input. Hence, the
complexity of Algorithm 2 is O(M; - |V] - [V5| + X3° - Y), that optical connection fou<»vs can carry;
which indicates that it is a polynomial-time algorithm. 3 obtain the corresponding VL mapping schemes;
Meanwhile, we can easily verify that the approximation 4 end
ratio of Algorithm 2 is upper-bounded b§l + ~;) as follows. 5 useAlgorithm 6 to get the reconfiguration schemes of
Since the ILP in Eq. 16 is for minimization, thé p and Z* OXC and related VLs;
obtained withAlgorithm 2 are the lower- and upper-bounds of
its optimal solution (denoted &5 p), respectively. Hence, we
can calculate the approximation ratio Afgorithm 2 as

A < Z

Algorithm 4: Obtaining Reconfiguration Schemes of
OXC and Related VLs

1 for each rack pair(us,vs) € Rs do
use dynamic programming in [25] to get the
largest number of optical-preferred VL8.f, )

Lines1-4 check the rack pairs iR,. Specifically, for each
rack pair(us, vs), we assume that the two racks have an optical
= connection through the OXC, calculate the largest number of

Zup T Zip optical-preferred VLs that the optical connection can atco
Finally, we would like to explain that according to the piiple  modate (€. n.,..), and determine the remapping schemes
of linear relaxation with randomized rounding and the welkyr the VLs accordingly. Here, the optical-preferred VLs,
known Chernoff-Bound [45], the probability aklgorithm 2 \yhich should be mapped on the optical connection between a
finding a qualified feasible solution can approach to 1, ag lopgck pair (us, vs) € R, to ensure that the optical connection
as the values of/; and~, are properly selected. We will showcarries the largest number of optical-preferred VLs, cafirte
the convergence performanceAigorithm 2 in Section V1. it the linear-time dynamic programming developed in [25]

Finally, based on the results from the dynamic programming,
B. Obtaining Reconfiguration Schemes of OXC and VLs e |everageilgorithm6 to obtain the reconfiguration schemes

In the second step, we need to obtain the reconfiguratiohthe OXC and related VLsL{ne 5).

schemes of the OXC and related VLs based on the VM The optimization that should be tackled wigigorithm 6




can be summarized as the following ILP model. weight matching in the bipartite graph can be formulated as

Maximize Z Wij * L(i,)>

1 ~
Maximize § Z Nug,vs * f(us,v5)7 i,5€[1,|Vs|]
(erve) € (18) st > mup <1, ¥E(L|Vi]
s.t. Egs. (7)-(10) T (63) =5 VIS 1 Vsl (23)
i€[1, V5]
We utilize Lagrangian relaxation to propose a polynoriialet _ Y wep S Vie LVl
approximation algorithm for this ILP model as follows. JEML V]

1) Constructing Lagrangian Dual Problemitve first dual- Which shares the same formulation of Eq. (22) if we replace
ize the constraint in Eq. (10) and construct the followingiduwi,j @nd(; jy With 5 - 7,0, @nd f, .), respectively. =
problem, whose solution gives an upper-bound on the optimalNote that, the maximal weight matching in a bipartite graph
solution of the ILP in Eq. (18). can be found with the Kuhn-Munkres algorithm [46], whose

complexity isO(|V;|?) to solve the optimization in Eq. (22).
We take the maximal value of the problem depicted in Eq.
Nugvs  Flusvn) (22), addX - — X\ - |V4] to it to get Z;,,()), and finally get
the following dual problem

Minimize Zaua(A\) = max % >
{f(uS'US)} (us,vs)ERs
. — £ . R . 1 ~
+A (77 Vel + Z s wo) f(“sws)>]7 Minimize Zgua(A) = _max [(5 Z nus,vs'f(us,vs)>

(us,vs)ERs {f(’“rsﬂ’s)} (us,vs)ERs

s.t. Egs. (7)-(9) (19)

where A\ > 0 is the Lagrangian multiplier. As we need to A (77 Vel+ D> furw 'f(““””)] ’
. . . (uSaUS)ERS
maximize Zgua(A\) for a specifich, the dual problem becomes

st Z f(us,vs) <1, Vus € Vs,
{vs:(us,vs)ERs}
Minimize Zgua(A) = max [(% > R, -f(us’vs)> > Feuaws) < 1, Yos € Vs,
s o)} (us,v5)€Rs {usi(us,vs) € Rs}
+A - (n—[Vs])], (24)

st Egs. (7)-(9) Although the one in Eqg. (24) is not the strict Lagrangian

e (20) dual problem of the original problem in Eq. (18), we always
where,, ,. is the Lagrangian-modified number of opticalNave Zaua(A) < Zj(A) due to the expanded solution space.
preferred VLs that are embedded on the optical connectibfNce Zg a(A) still provides an upper-bound on the optimal

between the rack paifus, vs). solution of the original problem.
2) Solving Lagrangian Dual ProblemThe optimization in
Trug o = Mug,os + 2N+ Flunwn)- (21) EQq. (24) is a piecewise LP, which can be solved by leveraging

the sub-gradient method in [47] to updateiteratively until
We further modify the optimization in Eq. (20) by deletingth ZduailA) converges to the minimum. We updates follows.

last constraint (Eq. (9)), and because the term(n — |Vi|) Mest = A — i - FO), (25)
in Eq. (20) is independent dff(,. ..)}, they can be removed ) ]
too. Then, the optimization is modified to wherepy, and f(\x) are the step-size and sub-gradient vector

of Z; () regarding), respectively, for thé-th iteration. The

. 1 ~ sub-gradient vector can be obtained as
Maximize - > e fluswo

(uswa)€Re FN) = 8—‘1\“""' ==Vl + > Fuwwn) Funwn)- (26)
s.t Z Seusvs) <1, Yus € Vs, (22) (us,vs)ERSs
fosilus va) e} As the value of step-sizg,, affects the convergence perfor-
Z feuews) =1, Vus € Vs mance, we determine it as follows, according to [48].
{ug:(us,00)ERS}
e = v- (Zdual(Ak) — Z*) (27)
. . . 2 )
Lemma 2. The problem in Eq(22) is equivalent to that of 17l

finding the maximal weight matching in a bipartite graph. whereZyua(\x) is obtained by solving the problemin Eq. (22)

‘ f' bi . h th . with a specific Lagrangian multipliek, Z* is the maximal
Proof: We first construct a bipartite graph that consistg,;qihje solution until thek-th iteration, and is a variable

of two setsA E.indB’ each of which includeV.| e_Iements. whose initial value i2. Note that, if the value oZgua( )
Then, we Qefllneai and b; as tk;]ez_th .elr(]amefntrs] in4 and . does not reduce after a fixed number of iterations, we divide
B, respectively. Next, we set the weight of the connectm[gy 2. To ensure thaZq,a(A) is an upper-bound on the optimal

betweena; andb; asw,;. The booleans; ;) is defined 10 < tion we need to have > 0, which is achieved with
be 1 if a; and b; are connected in the bipartite graph, and

0 otherwise. Therefore, the ILP model to obtain the maximal A1 = max{0, [Ax — px - f(Ar)]}- (28)



3) Obtaining Feasible SolutioriThen, we design a heuristic Algorithm 5: Obtaining Feasible Solution
to find a feasible solution of the original problem in the ILP _
in Eq. (18), and the solution provides a lower-bound on the  Input: 7, Q, {£5 ",/ {nu, 0.}
exact solution in each iteration. The heuristic is shown in Output: Z*. N
Algorithm 5, which obtains a feasible solutidy}, ,\}and 1@ =0, {f, .} = {fi )b
updatesZ* in the k-th iteration. InLine 1, we initialize the 2 while z < @) do
counterz as 0, and the temporary variabl{aﬁfusyvs)} asthe 3 | z=2+1,y=0,K =Ky =0,

solution obtained in thék — 1)-th iteration, i.e., {f(lfu—}u . 4 as~sign indices of existing optical connections in
The while-loop coverind.ines2-26 tries to obtain a solution {fls vy @s{l, i€ {1, %} };

(6]

at most, and we will study the effect of the value @fwith for i € {1 vl 1} do
simulations in Section VI. Specifically, inines6-15, we check b2
the connection scheme of four OXC ports each at a time, andr for j € {z +1, “gﬂ do
determine that whether reconfiguring their connection sehe 4 Sori = Mi + 1]
leads to a better solution or not. Theurines16-25 update the 4 get the four OXC ports of; andl;;
OXC reconfiguration scheme to include the connection schemg, find the OXC ports’ connection scheme
of four OXC ports, which results in the largest increase over that the largest number of optical-
the previous feasible solutloﬁf(’fu:}vs }. At last, in Line 27_, preferred VLS §,,q,) can be embedded
we get a better lower-bound* with the new feasible solution on the resulting optical connections;
{f{... . }- The ime complexity oflgorithm5 is O(Q-[Vs[?). 1 if Simas — Sors > ¥ then

4) Overall Procedure:Finally, the proposed approximation i, | Y= Smaz — Soris K1 =i, K2 = J;
algorithm that leverages Lagrangian relaxation to sohe th i3 end
ILP in Eqg. (18) is explained inAlgorithm 6. Specifically, 14 end

by solving the Lagrangian dual problenwe(, the upper- 5 end
bound) and obtaining feasible solutions with the heuristic 16 if 4 > 0 then

Algorithm 5 (i.e., the lower-bound), we optimize the solution ;7 reconfigure the OXC ports df,, andl,,, and
iteratively.Line 1 is for the initialization, wheresb and[b are update{ f .} accordingly;
for the upper- and lower-bounds obtained in each iteration, . (o) 2 2

. . . if |V;| — Z f(us-vs) : f(us,'vs) <n then
respectively, and is the counter to monitor the convergence (weroyeR, L

condition of Zg ,(A). Then, the while-loop that covetsnes o ‘ (fF Y= {f! ¥
2-20 optimizes the solution until its approximation rat® i (us,0s) (us,0s) 12

greater than a preset thresh¢ld-+-) (Lines14-16). InLines 22 e||sebreak.
5-11, we update the upper-boundl with Zj (), and ifub end ’
stays as unchanged f@, iterations, we dividev by 2. Lines ”3 else

17-18 calculatg:;, and A\, to prepare for the next iteration. 04 | break:
The while-loop will run forM; iterations at most, and thus the - end '
time complexity ofAlgorithm 6 is O(My - [V, |? - (Q + |V ])). s end

As the original problem in the ILP in Eq. (18) is for
maximization, we can prove that the approximation ratio of
Algorithm 6 is lower-bounded byy, € (0,1) as follows.
We still define the optimal solution a&) p, and then the
approximation ratio for the maximization problem is A. Simulation Setup

27 calculateZ* according to{ﬁkus_vs)};

_z oz I 29) . The simulations architect the EPS-based inter-rack nétwor
Zie — Zia(N) T ’ in the HOE-DCN with the well-knowr-ray fat-tree topology
o o ] . [49], where there arézi racks/ToR switches evenly distributed
This is because theZj (), which is obtained by solving i, 1. noints-of-delivery (PoDs). Each ToR switch is equipped
the dual problem, provides the upper-bound4i. We also ith k Ethernet ports, which are connected to its aggregation
want to point out that according to the principle of Lagramgi q\yitches, and one optical port that is connected to the OXC. T
rela>_<ation [47]_,Algorithm6 can converge and find a qualifiedy 5juate our approximation algorithms in depth, we surdeye
feasible solution as long as the values b and 7> are  ommercially-available large-scale OXCs, and found thase
properly selected. The actual convergence performandeeof {yit, the configuration 0BS4x 384 ports are commonly used
algorithm will be discussed in the next section. (e.g, the Polatis Series 7000 [50]). Hence, the largest HOE-
DCN considered in the simulations uses the 28-ray fat-tree
topology that includes92 racks. The simulation parameters
are either adopted from real-world DCNs or based on the
In this section, we perform numerical simulations to evalwebservations in our experimental demonstrations in [9, 10]
ate the performance of our proposed algorithms. and thus the choices are practical and can represent the case

€

VI. PERFORMANCEEVALUATIONS



Algorithm 6: Approximation Algorithm for Obtaining 21 ]
. . ©
Reconfiguration Schemes of OXC and Related VLs * 0.8
o
1k=1,\=0,v=2,ub=+00,lb=0,n=0; 0.6/
2 while k < M, do 3 04l
— : . = Il VM migration w/7,=0.1
3 CalCUIate{n’lfsws_} WIth Eq' (21) a.nd/\k’ £ [ VM migration w/“/1=0.2
4 solve optimization in Eq. (22) with Kuhn- 202 [] VM migration w/ 7, = 0.3
Munkres algorithm forZj,,(Ax) and { (., v.)} «E’é o M8 Dw/c(; \;M m|grau(c)>r;3 T
5 if Zdua|(>\k) < ub then l Average IT Usage c;n Racks l
7 else ifn > T}, then (a) HOE-DCN with 20-ray fat-tree
8 | v=v/2,n=0; 2 1 —
[
o | else Tosg
10 | n=n+1, S
(9]
11 | end 808
12 | get a feasible solution and* with Algorithm 5; 204 B VM migration w/" ;= 0.1
13 b=27% £ [ VM migration w/7 = 0.2
e 1b N 2 0.2 [ VM migration w/74= 0.3 JjiI°
14 if ult)) Z 1k 72 then '% [Jw/o VM migration1
- [ | ] I |
1o | q reax, = %04 05 0.6 07
16 en . Average IT Usage on Racks
17 calculatey, with Eq. (27); by HOE-DCN with 28-rav fat.t
18 | calculate), ; with Egs. (25)-(28): (b) HOE-DCN with 28-ray fat-tree
19 k=k+1, Fig. 3. Maximum IT usage on racks after VM migration.
20 end

the algorithms designed for them one by one. In the following
e refer to the ILP models defined with Egs. (16) and (18) as

in realistic HOE-DCNSs. We set the bandwidth capacity of eaq(is 4 and ILP-2, respectively

Ethernet port on a ToR switch a900 units, while that of its 1) D inina VM Miaration Sch T | h
optical port is assumed to k000 units. For thek-ray fat- ) Determining Igration Schemesto evaluate the

tree topology used in the simulations, we assume that the %rformance ofb_\lgorlthm 2, we invoke VNT reconfiguration
resource capacity of each rack in iti800 - £ units in network environments where the average IT usages on
5 .

We use the Poisson model to generate VNTs dynamicaW rac.ks In an HOE'DCN are W'th'm'4’027]’ and set the
with random topologi€s The number of VMs in each VNT approximation ratio as <€ {0.1,0.2,0.3}. Fig. 3 shows the
are selected withiri2,40] and [2,60] for HOE-DCNs with results on the maximum IT usage on racks after the VM
20-ray and 28-ray fat-trees, respectively, and the coivigct migration. We can see that f(_)r b(.)th the HOE'DCNS. (with
ratio of the VMs in each VNT is set a&5. Both the IT and 200 and 392 racks), our VM migration algorithm effectively

I/O resource demands of a VM are selected randomly With'iﬁduceS th(te_l_mat_)qmunr"]n g ubsage onbrzlacks, ;ndﬁthgsﬂthe i
[250,1000] units. In the VNTs, we randomly selest% of 'cSource utilizations have been re-balanced effectivaly.

the VLs and label them as “optical-preferred” ones. At ea pected, the maximum IT usage on racks can be pushed

simulation time, we use the VNE algorithm developed in [2 own to a _Iower value, if the average I.T usage 1s s_maller.
to serve new VNTs, and release the resources occupiedI promising to_observe that our algorithm can achieve an
the expired ones. Then, we pause the VNT provisioning proximation ratio o{1++) = 1.1 for the large-scale HOE-

invoke a VNT reconfiguration, when the IT resource usag sCNS' This means that for the HOE-DCN that consists of

in the HOE-DCN become unbalancéé., the number of “hot- 392 racks, the results from our approximation algorithm are

spot” racks whose IT resource usages are above the ave'%tgrgostlo% larger than the exact solutions of the minimization

value exceeds a preset threshold. In order to maintain murffic :cn qui (15%-] W; _also n0t|cehthatt;[]he q:JaIIty 0; the solutions
statistical accuracy, our simulations average the refuailts 5 rom gO_IrII m |mpr:oves when the value of ecree;ses.
independent runs to obtain each data point. Fig. 4_| ustrates the worst-case convergence performance
of Algorithm 2 (i.e, the average IT usage is set ),
o where the relative gap is calculated 452 based on Eq.
B. Feature Verification (17). We observe that for both scenarigdgorithm 2 reduces
We first conduct simulations to confirm the features of ouhe relative gap to less tham06 within only 8 iterations.
proposed approximation algorithms. Since the problemiisglv Table | lists the average running time @éfigorithm 2 for
of VNT reconfiguration is divided into two steps, we evaluatealculating the migration scheme of each VM. Note that, due
to the fact that solving ILP-1 for the large-scale HOE-DCNs
°As the design of our algorithm does not apply any assumptiorthe s intractable, we do not list its running time here. The Hasu
traffic model of dynamic VNTS, it should also work well wheretiNTs are . . . - . .
in Table | indicate that the running time increases with the

generated according to realistic traces measured in wpiRi@s. Due to the - )
page limit of the journal, we will verify this claim in our fute work. average IT usage. This is because we need to determine the
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Fig. 5. Embeddings of optical-preferred VLs.
TABLE |
AVERAGE RUNNING TIME OF Algorithm2 PERVM M IGRATION (MSEC) TABLE I

AVERAGE RUNNING TIME OF Algorithm 6 AND ILP-2 (SEC)

Average IT usageonrackf 0.4 | 05 [ 06 | 07

" 20-ray Fat-tree 72 | 02 ] 04 ] 06
0.1 464 | 5.45 6.75 7.60 20-ray Fat-tree
0.2 4.62 5.42 6.73 7.58 ILP-2 12.194
0.3 4.62 5.42 6.72 7.57 Q=5 1360 | 0.507 | 0.236
Y1 28-ray Fat-tree Q=10 | 1.178 | 0.329 | 0.155
0.1 21.48 | 23.57 | 27.65| 36.11 Q=15 | 1.183 | 0.213 | 0.155
0.2 21.41 | 23.58 | 27.54 | 35.98 28-ray Fat-tree
0.3 21.40 | 23.58 | 27.53 | 35.97 ILP-2 69.672
Q=10 | 7.192 | 3.804 | 1.901
Q=20 | 6.524 | 2.769 | 0.940
Q=30 | 5997 | 2.456 | 0.701

migration schemes for more VMs when the average IT usage
is larger. Meanwhile, the running time stays almost unclkedng

When%. red_uces. This IS be"a““’go”m”.‘z spends most of we can improve the quality of solutions froAigorithm 6 by
its running time on solving the LP, while it only runs very fewreducing the approximation rati,
more iterations to satisfy a smalleg. This further confirms :

h . f ; lorith The value of@ in Algorithm 5 impacts the quality of
the superior convergence performance of our algorthm. o aqjnie solutions and in turn affects the convergenceoperf

2) Dete.rmining Reconfiguration Schemes of OXC and Rence ofalgorithm 6. Fig. 6 illustrates the effect @ on the
lated VLs: Next, we evaluate the performanceMforithm6 o ergence performance Afgorithm 6, which indicates that
on determining the reconfiguration schemes of the OXC aggl, algorithm converges faster with a larger Meanwhile,
related VLs. Here, we set the threshold on the total numq%rr all the scenarios, the relative gapAfgorithm 6, which is

of reconfigured ports in the OXC ag< {50,100, 150, 200} (A —Z”
’ ’ ’ calculated afaMN —Z" pased on Eq. (29 , can be reduced to
andn € {100,200, 300,392} for the HOE-DCNs with 20- Zual(A) a. (29)

ray and 28-ray fat-trees. respectively. The approximatidio less thar0.1 within 20 iterations. The results on the average
7» is chosen from{0.2,0.4,0.6}. Since ILP-2 is relatively running time ofAlgorithm 6 and ILP-2 are listed in Table II.

: J . We can see thailgorithm 6 is much more time-efficient than
simple and can be solved within reasonable time, we alﬁ_cb_2 and the running time oklgorithm 6 decreases with

solve it to obtain the optimal solutlon_s. Fig. 5 ShOWS thBu'[ increases whe@ decreases. This is because a smaljer
results on the number of successful optical embeddings,He

a successful optical embedding means that an opticalipeefe an makesAlgorithm 6 converge slowly as shown in Fig. 6.
VL gets mapped on an optical connection through the OXC )

successfully. We can see that the number of successfulabptie- Performance Benchmarking

embeddings increases with the preset threshold on reconfigFinally, we benchmark the performance of the overall pro-
urable OXC ports#). This is because a greaterprovides a cedure for VNT reconfiguration in HOE-DCNs. Specifically,
larger solution space. Meanwhile, the results also inditat by integratingAlgorithms2 and 6 inAlgorithm 1, we have
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Fig. 6. Convergence Performance Aifyorithm 5. Fig. 7. Overall optimization objective.

TABLE Il

i . . RUNNING TIME OF ALGORITHMS FORHOE-DCNWITH 4-RAY FAT-TREE
the complete procedure and the maximum iteration numbers (SEQ)

are set as\l; = M, = 20. Then, we compare it with both
the MILP in Section IV and the heuristic developed in [25]. _Average ITusagegl 04 [ 05 [ 06 [ 07
Here, for the overall objective in Eq. (2), we define= 1 MILP 0.302 1626 | 10.406 | 267.002

B A A : ours 5403e-3| 5.911e-3| 6.8426-3] 7.7136-3
andf = a5~ 0 ensure that minimizing,. is the Benchmark | 3.306e-3 | 3.924e3| 4.72363| 5.3016-3

primary objez:stie\/vé. The simulations use the 4-ray and 20-ray
fat-trees for the HOE-DCNSs, while we only evaluate the MILP
with the 4-ray fat-tree due to its time complexity. can be re-balanced with VM migration. We first formulated
Fig. 7 shows the results on the overall optimization obje@n MILP to present the overall optimization for computing
tive, where “Ours” refers to thélgorithm 1 that uses our the new VNE schemes of VNTs based on preselected VMs.
proposed approximation algorithms, and “Benchmark” is farhen, the problem solving was into two steps, 1) calculating
the heuristic developed in [25]. In Fig. 7(a), we can see thtte VM migration schemes for the VNTs to balance the loads
the MILP provides the best solution while the optimizatio@n racks, and 2) determining the reconfiguration schemes of
gap of Ours is smaller than that of Benchmark. We algelated VLs and the OXC. For the first step, we proposed
measure the running time of the three algorithms and list tAe polynomial-time approximation algorithm by leveraging
results in Table Ill, which indicates that Ours uses comiplara linear relaxation. The optimization of the second step was
running time as Benchmark, and both of them are much maelved by an algorithm that involves a linear-time dynamic
time-efficient than the MILP. Meanwhile, for the large-scalprogramming and an ILP. To solve the ILP time-efficiently, we
HOE-DCN with 20-ray fat-treeife. 200 racks), the results proposed another polynomial-time approximation algaonith
in Fig. 7(b) still confirm that Ours outperforms Benchmarkbased on Lagrangian relaxation. Our performance evahstio
Moreover, the simulation results also confirm that our peapo With extensive simulations confirmed the effectivenesshef t
can be implemented in a real-world HOE-DCN and adaptroposed approximation algorithms, verified that they cain g
to the dynamic network environment in it. For instance, theear-optimal solutions whose performance gaps to the aptim
results on running time in Table 1l suggest that Ours onignes are bounded, and demonstrated that the overall pr@cedu
uses a few milliseconds to obtain the reconfiguration sciseniacluding them outperforms the existing approach.
of tens of VNTs in an HOE-DCN with 4-ray fat-tree. In
our future work, we will implement Ours in the network
orchestration systems developed in [9, 10], to furtherfyéis
practicalness and evaluate its performance with expetsnen This work was supported in part by the NSFC

projects 61871357, 61771445 and 61701472, ZTE Research
VII. CONCLUSION Fund PA-HQ-20190925001J-1, Zhejiang Lab Research Fund
We studies how to realize effective VNT reconfiguratioR019LEOABOL1, CAS Key Project (QYZDY-SSW-JSCO003),
in an HOE-DCN such that the IT resource usages in rackad SPR Program of CAS (XDC02070300).
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