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Abstract—In the network planning of software-defined optical
networks (SDONs), the control plane design is of great impor-
tance because it directly affects the performance and reliability
of network control and management (NC&M). In this paper,
we consider the planned physical-layer attacks from a rational
attacker, which can analyze the control plane of an SDON
and target its attacks to the most vulnerable part. To address
such attacks, we model the control plane design as a bilevel
optimization, where the upper-level optimization is for the net-
work planner to design the control plane whose vulnerability to
planned attacks is minimized, while the lower-level optimization
is for the attacker to plan its attacks such that the control plane
can be disturbed as severely as possible. We first develop two
approaches to solve the bilevel model exactly. Specifically, we first
leverage the cutting plane method to solve it directly, and then
transform it into a single-level mixed integer linear programming
(MILP) model with the Bellman method for problem solving.
To improve the time efficiency for large-scale problems, we also
propose a polynomial-time approximation algorithm based on
linear programming (LP) relaxation and randomized rounding.
Extensive simulations with various physical topologies verify the
effectiveness of our proposals.

Index Terms—Software-defined optical networks (SDONs),
Control plane resilience, Physical-layer attacks, Planned attacks,
Bilevel optimization, Approximation algorithm.

I. I NTRODUCTION

OVER the past decades, the raising of cloud computing
and Big Data applications has stimulated the surge in

demand for backbone capacity [1, 2]. Hence, optical networks
have been deployed rapidly in globe to expand and strengthen
the physical infrastructure of backbone networks. However,
this multi-dimensional growth in capacity, scale, and geo-
graphical coverage brings new challenges, especially on the
network control and management (NC&M) of backbone net-
works [3–5]. Meanwhile, software-defined networking (SDN)
has been widely considered as a promising network paradigm
to facilitate scalable, flexible and programmable NC&M by
decoupling the control and data planes of a network [6, 7].
Therefore, software-defined optical networks (SDONs) have
attracted intensive interests recently [8–10].

In an SDON, the control plane leverages controllers to
handle NC&M tasks (e.g., lightpath management and switch
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configuration), while its data plane is responsible for data
transmission. Nowadays, the technical advances on flexible-
grid optical networking [11–13] and resource virtualization
[14–17] have made the data plane of SDONs more adaptive.
Nevertheless, without a carefully-designed control plane, S-
DONs cannot fully enable backbone operators to customize
their networks on demand and provision new services timely.
Fig. 1 shows the architecture of an SDON, where the control
plane utilizes multiple controllers to monitor and configure
the network elements (NEs) in the data plane (e.g., optical
transponders and switches) [18, 19]. Note that, even though
more than one controller is used, the control plane is still
logically-centralized. The rationale for instantiating multiple
controllers is multi-fold,e.g., load balancing, improving avail-
ability, and reducing latency. Hence, each controller manages a
subset of NEs in the data plane via signalling in control chan-
nels. Meanwhile, as the control plane is logically-centralized,
there are also control channels among the controllers for syn-
chronizing network status and distributing control messages.

To realize a high-performance SDON, the network planner
needs to design the control plane such that stringent quality-of-
service (QoS) requirements (e.g., short communication latency
and high reliability) can be satisfied [20, 21]. More specifically,
based on the configuration of the data plane, the control plane
design needs to determine: 1) how many controllers to deploy,
2) where to deploy the controllers, 3) how to partition the
controllers’ NC&M territories in the data plane, and 4) how
to route control channels in the SDON’s physical topology.
Here, since the SDON is a backbone network, we assume
that its control and data channels use the same physical
topology (i.e., the same fiber links), for the sake of cost
saving [21]. Specifically, the SDON consists of geographically
distributed nodes, and to interconnect them, its operator needs
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to deploy hundreds or even thousands of kilometers of fiber
links. Hence, deploying independent fiber links just for the
control channels will be very expensive and not cost-efficient,
because the data-rates of control channels are in Kbps or Mbps
at most. In other words, although the operator can provision
the control channels as optical supervisory/service channels
(OSCs) [22] and route them in a packet-switched network,
which is logically decoupled from the data plane, the packet-
switched network still needs to use the same fiber links in the
SDON’s physical topology for data transmission. Therefore,
the control channels can be affected by physical-layer attacks.

Meanwhile, the operation of optical networks can be dis-
turbed by various physical-layer issues, including both random
failures/attacks [23–26] and planned attacks [27, 28]. Since
control channels are routed in the same physical topology and
thus can be impacted as well, such issues are more harmful to
SDONs. After a physical-layer failure/attack, even thoughwe
can re-establish the control plane with either IP reroutingin the
packet layer or the recovery scheme implemented in the optical
layer, service interruptions cannot be avoided. Therefore, we
should consider the physical-layer issues in network planning,
i.e., we should take them into account when solving the
problem of control plane design and try to minimize their
consequences. Previously, people have proposed a few control
plane design algorithms to address random failures/attacks in
[21, 29–32]. However, none of these studies have considered
the planned physical-layer attacks. Compared with random
failures/attacks, planned attacks are more devastating and more
difficult to address. This is because they can be deliberately
targeted to the most critical part of the control plane such that
the resulting service interruptions would be aggravated.

When planned attacks need to be considered, the control
plane design actually involves two rational entities,i.e., the
network planner and the attacker. Hence, the conventional
single-level optimization can hardly be utilized to solve it. In
other words, if the network planner’s strategy is determined
independent of the attacker’s, the attacker can always leverage
the strategy to make its attacks more harmful, andvice versa.
For instance, if the network planner routes control channels
over the shortest paths for reducing latency and path-failure
probability, the control channels may be concentrated on the
fiber links whose betweenness centrality is high [33]. Then,
the attacker can easily target its attacks to these links to cause
maximized service interruptions. To this end, we modeled the
control plane design as a bilevel optimization in [34].

Specifically, the upper-level optimization is for the network
planner to design the control plane whose vulnerability to
planned physical-layer attacks is minimized, while the lower-
level optimization is for the attacker to plan its attacks
such that the control plane can be disturbed as severely as
possible with the smallest efforts. The upper-level and lower-
level optimizations are correlated, and thus cannot be solved
independently. We transformed the bilevel optimization into a
mixed integer linear programming (MILP) model, solved it for
small-scale problems, and proposed a time-efficient heuristic.

In this work, we extend our preliminary study in [34] to
make the problem-solving more comprehensive. The major
improvements are as follows. Firstly, we modify the bilevel

model in [34] to 1) allocate a pair of primary and backup
controllers to each NE in the data plane, and 2) include
the optimization for determining how many controllers to
deploy. This improves the practicalness and completeness of
our model, because the model in [34] did not consider backup
controllers and could only accomplish the control plane design
for a specific number of controllers. Secondly, we develop
two approaches to solve the bilevel optimization exactly with
improved time efficiency. More specifically, we not only
leverage the cutting plane method [35] to solve it directly,
but also transform it into a single-level MILP model with
the Bellman method [36]. Thirdly, we propose a polynomial-
time approximation algorithm based on linear programming
(LP) relaxation and randomized rounding. Finally, we conduct
extensive simulations to evaluate our proposals with various
physical topologies and verify their effectiveness.

The rest of this paper is organized as follows. Section II
surveys the related work. The description of the control plane
design problem and the bilevel optimization to tackle it are
presented in Section III. Our schemes to solve the bilevel
optimization exactly are discussed in Section IV, while the
polynomial-time approximation algorithm is proposed in Sec-
tion V. We evaluate our proposals with numerical simulations
in Section VI. Finally, Section VII summarizes the paper.

II. RELATED WORK

People have invested lots of efforts on solving the problem
of control plane design since the early days of SDN. The
problem’s initial version,i.e., deciding how many controllers
should be deployed and where to place them such that the
control plane will be more reliable, was first mentioned in [29,
37]. Since then, how to improve the survivability of control
plane has been tackled under various failure/attack scenarios.

Regarding the failures/attacks on controllers, researchers
have come up with a few proposals in [20, 21, 31, 32, 38–
42]. The studies in [20, 21, 38] used several primary-backup
models to deal with single controller failures. Liet al. [31]
utilized the Byzantine fault tolerant mechanism to address
multiple controller failures. The work in [39] applied both
the Byzantine fault tolerant and primary-backup models to
tackle controller-switch mapping. Considering time-varying
SDN environments, people leveraged dynamic controller pro-
visioning to realize adaptive control planes for load balancing
and controller failure handling in [40, 41]. Finally, logically-
centralized but physically-distributed control planes have been
proposed and demonstrated in [32, 42] for improved resiliency.

Regarding the failures/attacks in data plane, which could
disturb the operation of control plane, people have also pro-
posed several control plane design algorithms [30, 37, 43].The
authors of [43] designed a tree-like control plane to reduce
the impact of switch failures in data plane. Assuming both
switch and link failures, Zhanget al. [37] proposed a controller
placement algorithm to minimize the connectivity loss between
controllers and switches, while the study in [30] designed a
Pareto-optimal approach to balance the tradeoff between the
communication latency and resiliency of a control plane.

However, none of the studies mentioned above considered
the failures caused by planned physical-layer attacks. As we
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have already explained, the control plane design algorithms,
which were designed to address random failures/attacks, can-
not be utilized to resolve planned attacks because they did not
consider the rationality of the attacker. As each fiber link in an
SDON can carry more than Tbps data traffic, planned attacks
can cause unimaginable losses to its operator [25]. Hence, the
study in [28] tackled how to upgrade optical networks designed
for content delivery, to address targeted fiber cuts.

Meanwhile, as physical-layer attacks impact both the data
and control planes of an SDON, one should never ignore
them when architecting the control plane [33]. To this end,
we proposed a game theoretic approach in [44] to model the
control plane design in consideration of planned attacks asa
non-cooperative game between the network planner and the
attacker. Nevertheless, since the analysis of Nash Equilibrium
will become more complicated when the numbers of the two
parties’ strategies increase, the approach developed in [44] has
scalability issues and thus only considers target fiber cutsas
planned attacks. This, however, would limit its practicalness,
because compared with fiber cuts, injecting jamming signals
or introducing inter-channel crosstalk would be much easier
and thus more common for physical-layer attacks [24, 25].
To this end, we turned to model the control plane design
as a bilevel optimization in [34], but the study was just
preliminary. This work extends the study in [34] to use more
practical assumptions, design exact algorithms with improved
time efficiency, and propose a polynomial-time approximation
algorithm to solve large-scale problems.

III. C ONTROL PLANE DESIGN CONSIDERING PLANNED

ATTACKS

In this section, we first define the problem of control plane
design in consideration of planned physical-layer attacks, and
then formulate it as a bilevel optimization.

A. Problem Description

The physical topology of an SDON can be modeled as a
graphG(V,E), whereV andE represent the sets of optical
nodes and bi-directional fiber links, respectively. Each optical
nodev ∈ V consists of the NEs that are necessary for packet
forwarding and data transmission,e.g., an IP router, an optical
switch, and a few optical transponders. The network planner
needs to assign a pair of primary and backup controllers to
the NEs on each optical node. Here, we leverage the mutual
back model in [21] to improve the efficiency of controller
assignment,i.e., one controller can simultaneously be the
primary controller of certain optical nodes and the backup
one of some others. In a practical SDON, there might be
optical nodes that do not satisfy the conditions to instantiate a
controller, for reasons such as shortage of necessary equipment
and security considerations. Therefore, we denote such optical
nodes with a setV ′ ⊂ V . In addition to controller placement,
the control plane design also needs to route control channels in
G(V,E) and minimize the impacts of potential physical-layer
attacks. Here, the control channels refer to those that bridge
the communications between either a primary controller and
its optical nodes or a pair of primary-backup controller.

Definition 1. For the Control Plane Design, the network
planner needs to

• determine the number of controllers to be deployed,
• find the optical nodes to instantiate the controllers,
• assign primary&backup controllers to each optical node,
• select a subset of fiber links (i.e., E′ ⊂ E) and allow the

control channels to be routed on them.

We assume that the attacker knows about the result of the
control plane design (i.e., the subgraphG′(V,E′)) and how
control channels are routed overG′(V,E′) (i.e., the routing
protocol of control channels). This assumption is reasonable,
because the attacker can obtain such information by either
leveraging the man-in-the-middle attack [45] to eavesdrop
control channels or deploying probes [46] to monitor control
traffic silently. Then, the attacker can derive the layout ofthe
control plane, target its attacks to the most vulnerable part,
and maximize the effectiveness of the attacks1. Note that,
the mechanisms of common physical-layer attacks (e.g., fiber
cuts, intra-/inter-channel crosstalk, jamming insertion, and
gain competition of erbium-doped fiber amplifiers (EDFA))
determine that the most vulnerable part of the control planeis
the fiber link, which carries the most control channels [24].

Definition 2. The Vulnerability of a control design can be
quantified as the maximum number of control channels that
are routed over a single fiber link (i.e., Cmax).

In this work, we assume that the routing protocol of control
channels is to set up them over the physical paths whose
total transmission distance is the minimum. This is because
by doing so, we can reduce control latency, which is one of
the most important QoS parameters of control plane [29]. Note
that, as the SDON is a backbone network, the link lengths are
in hundreds or even thousands of kilometers, which means
that the propagation latencies are hundreds of microseconds
or even longer. Therefore, the propagation latency of a fiber
link will be much longer than the processing latency in each
optical node (i.e., normally in the scale of a few microseconds).
To this end, when estimating the control latency, we ignore the
processing latencies in optical nodes.

Fig. 2 gives an illustrative example on the control plane
design considered in this work. We can see that in the designed
control plane,Links 2-4 and 5-6 are not selected to route
control channels, while the most vulnerable part isLink 2-
3 since it carries two control channels (i.e., Cmax = 2). Note
that, when there are anomalies or failures in the SDON due to
physical-layer attacks, the operator can leverage IP rerouting
in the packet layer [47, 48] to recover the affected control
channels, but it takes time to do so and the communications
between the control and data planes are interrupted during the
restoration. Therefore, we should consider preventive measures
to reduce potential hazards in the phase of network planning.
Meanwhile, we hope to point out that the network planning
considered in this work is purely about the control plane of
the SDON, and will not affect the data plane operation at all.

1With the control plane design, the attacker can launch various attacks. We
specifically consider planned physical-layer attacks [34], and the comparison
of attacking scenarios is out of the scope of this work.
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Fig. 2. Example on control plane design and its vulnerability.

B. Bilevel Optimization Model

As we take planned physical-layer attacks into consider-
ation, the control plane design involves two rational entities,
i.e., the network planner and the attacker. Therefore, we model
the problem as a bilevel optimization. The network planner’s
task is modeled as the upper-level optimization, which is to
obtain a subgraphG′(V,E′), over which the control channels
can be routed, such that the resulting control plane will have
the minimum vulnerability to planned attacks. On the other
hand, the attacker accomplishes the lower-level optimization,
where it first derives the layout of the control plane based
on G′(V,E′) and the routing protocol of control channels,
and then finds the most vulnerable link(s) to launch attacks
cost-efficiently. To this end, we can see that different control
plane designs from the network planner motivate the attacker
to target different links for maximizing the effectivenessof
its attacks, while the most vulnerable link(s) chosen by the
attacker will in turn change the network planner’s control plane
design. Hence, the upper-level and lower-level optimizations
are correlated and cannot be solved independently. This actual-
ly explains why the control plane design cannot be formulated
as a conventional single-level optimization.

Common Parameters:
• G(V,E): the physical topology of the SDON.
• V ′: the set of optical nodes that do not satisfy the

conditions to instantiate a controller (V ′ ⊂ V ).
• L(u,v): the length of fiber link(u, v) ∈ E.
• L: the maximum number of optical nodes that a controller

can manage.
1) Upper-level Optimization:The network planner needs

to obtain a subgraphG′(V,E′) for the control plane design
such that the resulting vulnerability is minimized.

Variables:
• Nc: the number of controllers to be deployed.
• x(u,v): the boolean variable that equals1 if link (u, v) is

selected in the control plane design, and0 otherwise.
• y

z,w

(u,v): the boolean variable that equals1 if link (u, v) ∈
E will be used to route the control channel between nodes
z andw, and0 otherwise.

• cu: the boolean variable that equals1 if a controller is
placed on nodeu ∈ V , and0 otherwise.

• kmu,v: the boolean variable that equals1 if the controller
on nodev is the primary controller of nodeu.

• ksu,v: the boolean variable that equals1 if the controller
on nodev is the backup controller of nodeu.

• bu,v: the boolean variable that equals1 if there is a control
channel between nodesu andv, and0 otherwise.

• op,u,v: the boolean variable that equals1 if the controllers
on nodesu andv are the primary and backup controllers
of nodep, respectively, and0 otherwise.

• n(u,v): the integer variable that indicates the number of
control channels routed over link(u, v) ∈ E.

• Cmax: the integer variable that indicates the vulnerability
of the control plane design.

• du,v, tu,v, wu,v, eu,v and ru,v: the auxiliary boolean
variables that are introduced for linearizing constraints.

Objective:
The objective of the upper-level optimization is to minimize

the vulnerabilityCmax of the control plane design. This opti-
mization correlates with the lower-level one through{yz,w(u,v)}.

Minimize Cmax (1)

Constraints:

x(u,v) = x(v,u), ∀(u, v) ∈ E. (2)

Eq. (2) ensures that each control channel is duplex and uses
bi-directional links.

∑

u∈V ′

cu = 0. (3)

Eq. (3) ensures that controllers will not be instantiated onthe
nodes inV ′.

∑

u∈V

cu = Nc. (4)

Eq. (4) calculates the total number of controllers that needto
be deployed.

kmu,v + ksu,v ≤ cv , ∀u, v ∈ V, (5)
∑

v∈V

kmu,v = 1,
∑

v∈V

ksu,v = 1, ∀u ∈ V. (6)

Eqs. (5) and (6) determine the mapping between controllers
and optical nodes.

∑

u∈V

kmu,v ≤ L,
∑

u∈V

ksu,v ≤ L, ∀v ∈ V. (7)

Eq. (7) ensures that the primary and backup capacities of each
controller will not be exceeded.

n(u,v) =
∑

{z,w∈V :z 6=w}

y
z,w

(u,v), ∀(u, v) ∈ E, (8)

Cmax ≥ n(u,v), ∀(u, v) ∈ E. (9)

Eqs. (8) and (9) ensure that the control plane design’s vulner-
ability is calculated correctly.











op,u,v ≤ kmp,u,

op,u,v ≤ ksp,v,

op,u,v ≥ ksp,v + kmp,u − 1,

∀u, v, p ∈ V. (10)
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Eq. (10) determines the value ofop,u,v.






eu,v −
∑

p∈V

op,u,v ≤ 0,

eu,v − op,u,v ≥ 0,

∀u, v, p ∈ V. (11)

Eq. (11) ensures that if the controllers on nodesu andv are
the primary and backup controllers of nodep, respectively,
they communicate with each other through a control channel.


























bu,v = kmu,v + kmv,u + eu,v − du,v − tu,v − wu,v + ru,v,

du,v ≤ kmu,v, du,v ≤ kmv,u, du,v ≥ kmu,v + kmv,u − 1,

tu,v ≤ kmu,v, tu,v ≤ eu,v, tu,v ≥ kmu,v + eu,v − 1,

wu,v ≤ kmv,u du,v ≤ eu,v, wu,v ≥ kmv,u + eu,v − 1,

ru,v ≤ du,v ru,v ≤ eu,v, ru,v ≥ du,v + eu,v − 1,

∀u, v ∈ V.
(12)

Eq. (12) determines the value ofbu,v.
2) Lower-level Optimization:The attacker needs to derive

the layout of control plane based onG′(V,E′) and the routing
protocol of control channels. Therefore, the premise of solving
the lower-level optimization is the determination of the upper-
level one. In other words, when the lower-level optimization is
considered alone, certain variables (i.e., {x(u,v)} and{bu,v})
of the upper-level optimization become parameters.

Variables:
• y

z,w

(u,v): the boolean variable that equals1 if link (u, v) ∈
E will be used to route the control channel between nodes
z andw, and0 otherwise.

Objective:
The lower-level optimization’s objective is to find the rout-

ing paths of control channels such that the total length of the
paths is the minimum (i.e., the routing protocol).

Minimize
∑

{z,w∈V :z 6=w}

∑

(u,v)∈E

L(u,v) · y
z,w

(u,v). (13)

Constraints:

∑

(u,v)∈E

y
z,w

(u,v)−
∑

(v,u)∈E

y
z,w

(v,u) =











bz,w, u = z,

− bz,w, u = w,

0, otherwise,

{u, z, w ∈ V : z 6= w}.

(14)

Eq. (14) ensures the flow conservation conditions.

y
z,w

(u,v) ≤ bz,w, ∀(u, v) ∈ E, {z, w ∈ V : z 6= w}. (15)

Eq. (15) ensures that variables{yz,w(u,v)} identify the links used
by control channels correctly.

y
z,w

(u,v) = y
w,z

(v,u), ∀(u, v) ∈ E, {z, w ∈ V : z 6= w}. (16)

Eq. (16) ensures that the bi-directional control channels be-
tween two nodes use the same routing path.

y
z,w

(u,v) ≤ x(u,v), ∀(u, v) ∈ E, {z, w ∈ V : z 6= w}. (17)

Eq. (17) ensures that the routing paths of control channels can
only use the links selected in the upper-level optimization.

IV. EXACT ALGORITHMS

We can easily verify that the bilevel optimization formulated
above is NP-hard [49]. In this section, we discuss two
approaches that can solve it exactly.

A. Solving Bilevel Model with Cutting Plane Method

After analyzing the bilevel optimization in Section III-B,
we find that it can solved directly by leveraging the cutting
plane method [35], which constructs the exact solution based
on suboptimal ones. We first solve the upper-level optimization
without considering the objective of the lower-level one, and
the optimization is transformed as follows.

Minimize Cmax,

s.t. Eqs. (2)-(12), (14)-(17).
(18)

The obtained solution can be suboptimal to the bilevel
optimization, because we ignore the lower-level optimization
objective in Eq. (13). In other words, the control plane design
that minimizes the vulnerabilityCmax might not automatically
ensure the minimum total path length of control channels.
Specifically, this situation happens if in the designed control
planeG′(V,E′), there is at least one control channel whose
routing paths will be different to satisfy the objectives inEqs.
(1) and (13). In this case, we call that there is a “conflict-cycle”
in the deigned control plane.

Fig. 3 shows an example on the conflict-cycle. The control
plane design places the primary controller ofNodes1 and 2
on Node4, and thus the optimization in Eq. (18) routes the
control channels between optical nodes and their controller on
Paths1-3-4 and 2-1-4, respectively, to minimizeCmax as 1.
However, the lower-level optimization will choosePath 1-4
to route the control channel betweenNodes1 and 4, because
its length is shorter. Therefore, the solution provided by the
optimization in Eq. (18) (i.e., Paths1-3-4 and 2-1-4) would be
suboptimal for the bilevel optimization because ofPath 1-4,
which forms a conflict-cycle together withPath 1-3-4.

To avoid the conflict-cycles, we add a set of valid cuts to
the optimization in Eq. (18), as follows.

• p: a routing path inG(V,E), including one or more links.
• |p|: the hop-count of pathp.
• ξp: the boolean indicator that equals 1 if pathp is the

routing path of a control channel, and 0 otherwise.

∑

(u,v)∈p

y
z,w

(u,v) = |p| − 1 + ξp, {z, w ∈ V : z 6= w}, (19)

y
z,w

(u,v) ≥ ξp, ∀(u, v) ∈ E, {z, w ∈ V : z 6= w}. (20)

Eqs. (19) and (20) determine the value ofξp correctly.
∑

(u,v)∈p′

x(u,v) ≤ |p′| − ξp, ∀(u, v) ∈ E. (21)

Eq. (21) eliminates the pathp′, if it forms a conflict-cycle
together with pathp.

Algorithm1 describes the procedure of our exact algorithm
based on the cutting plane method.Line 1 is for the initializa-
tion. The while-loop that coversLines2-19 solves the bilevel
optimization to obtain the optimal control plane design in
iterations. In each iteration,Lines 4 and 5 solve the upper-
level and lower-level optimization subsequently with topology
G′(V,E′), and store their results on the control channels’
routing paths in setsPupper andPlower, respectively. Next, the
for-loop coveringLines 6-15 checks the paths inPupper and
Plower, finds conflict-cycles if there are any, generates the set
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Algorithm 1: Exact Algorithm based on Cutting Plane

Input : G(V,E), L, V ′.
Output : Control plane designG′(V,E′).

1 flag = 0, E′ = E;
2 while flag = 0 do
3 n = 0;
4 solve the optimization in Eq. (18) withG′(V,E′) and

store paths of all the control channels in setPupper;
5 solve the lower-level optimization in the designed

control plane and recalculate paths of all the control
channels to store in setPlower;

6 for each control channeldo
7 find its paths inPupper andPlower asp1 andp2;
8 if p1 6= p2 then
9 find conflict-cycle formed byp1 andp2 and

get the set of valid cuts with Eqs. (19)-(21);
10 updateG′(V,E′) with the set of cuts;
11 break;
12 else
13 n = n+ 1;
14 end
15 end
16 if n reaches the number of control channelsthen
17 flag = 1;
18 end
19 end

of valid cuts with Eqs. (19)-(21), and updatesG′(V,E′) to
remove the conflict-cycles. Finally, when the paths inPupper

and Plower are all identical, we setflag = 1 in Line 17,
which will terminate the while-loop. Note that, as the problem-
solving inLines4 and 5 cannot be accomplished in polynomial
time, Algorithm 1 is not a polynomial-time algorithm.

B. Transforming into Single-level Model with Bellman Method

Instead of solving the bilevel optimization directly, we can
also transform it into a single-level MILP model and then
obtain the optimal solution with a conventional MILP solver.
This can be done by replacing the objective and constraints
of the lower-level optimization with its optimality conditions.
We notice that the optimality conditions of the lower-level

optimization can be expressed more compactly, if we leverage
the Bellman method and develop a simple lifting process [36].
Specifically, the bilevel optimization in Section III-B canbe
transformed into the following single-level MILP model.

New Parameter:
• M : the big integer introduced for linearizing constraints.
New Variables:
• πz,w

u
: the length of the shortest path between nodesu

andw, if u is on the routing path of the control channel
between nodesz andw (z, w ∈ V ).

Objective:
Minimize Cmax. (22)

Constraints:

Eqs. (2)-(12), (14)-(17)

π
z,w
u − π

z,w
v ≤ M − x(u,v) ·

(

M − L(u,v)

)

− 2L(u,v) · y
z,w

(u,v),

∀(u, v) ∈ E, {z, w ∈ V : z 6= w},
(23)

π
z,w
w = 0, {z, w ∈ V : z 6= w}, (24)

π
z,w
u ≥ 0, ∀u ∈ V, {z, w ∈ V : z 6= w}. (25)

Eqs. (23)-(25) are the Bellman’s optimality conditions [36] for
node pairz-w ({z, w ∈ V : z 6= w}), if the constraints in Eqs.
(14)-(17) are satisfied.

V. POLYNOMIAL -TIME APPROXIMATION ALGORITHM

The exact algorithms in the previous section are not
polynomial-time ones, and thus they will become intractable
when dealing with large-scale problems. Therefore, in thissec-
tion, we propose a polynomial-time approximation algorithm
based on linear programming (LP) relaxation and randomized
rounding, which can obtain near-optimal solutions whose per-
formance gap to the optimal ones is bounded. We notice that
after relaxing MILP, some variables do not satisfy the original
constraints and produce infeasible solutions. Therefore,we add
Eqs. (26)-(27) in MILP and then relax:

y
z,w

(w,v) = 0, ∀(w, v) ∈ E, {z, w ∈ V : z 6= w}. (26)

y
z,w

(u,z) = 0, ∀(u, z) ∈ E, {z, w ∈ V : z 6= w}. (27)

The procedure of the approximation algorithm is shown
in Algorithm 2. In Line 1, we relax the MILP in Section
IV-B to obtain an LP model. Note that, all the boolean
variables are relaxed to real ones within[0, 1]. Then, we
solve the LP inLines 2-3, and based on the solutions of
{x(u,v), cu, kmu,v, ksu,v, Cmax}, the outer for-loop (Lines 4-
33) builds a qualified approximation solution in iterations.
Here, Q and γ determine the time complexity and approx-
imation ratio of Algorithm 2, and their values are selected
empirically. We will discuss their effects in Section VI.

The first inner for-loop (Lines5-10) finds a set of feasible
{x(u,v), ∀(u, v) ∈ E} to the MILP with randomized rounding.
Here, the set of{x(u,v)} is feasible as long as the resulting
G′(V,E′) based on it is still a connected graph. Next, the
second inner for-loop (Lines 11-28) finds sets of feasible
{cu, ∀u ∈ V } and {kmu,v, ksu,v, ∀u, v ∈ V } subsequently,
also with randomized rounding. The for-loop that coversLines
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Algorithm 2: Approximation Algorithm

Input : G(V,E), L, V ′, maximum number of rounding
trails Q, and approximation ratioγ.

Output : Control plane designG′(V,E′).
1 relax the MILP in Section IV-B to get an LP;
2 solve the LP to get values of variables
{x(u,v), cu, kmu,v, ksu,v, Cmax} in real numbers;

3 Cmax = ⌈Cmax⌉;
4 for q3 = 1 to Q do
5 for q1 = 1 to Q do
6 round variables{x(u,v), ∀(u, v) ∈ E} to 1 with

the probabilities of{x(u,v)}, and 0 otherwise;
7 if {x(u,v)} is feasible to the MILPthen
8 break;
9 end

10 end
11 for q2 = 1 to Q do
12 round variables{cu, ∀u ∈ V } to 1 with the

probabilities of{cu}, and 0 otherwise;
13 for each nodeu ∈ V do
14 δ = 0;
15 for each nodev ∈ V do
16 if cv = 0 then
17 δ = δ + kmu,v + ksu,v;
18 kmu,v = ksu,v = 0;
19 mark kmu,v andksu,v as determined;
20 end
21 end
22 distribute the value ofδ evenly to

undetermined{kmu,v, ksu,v, ∀v ∈ V };
23 round undetermined{kmu,v, ksu,v} to 1 with

probabilities of their values, and 0 otherwise;
24 end
25 if {kmu,v, ksu,v} is feasible to the MILPthen
26 break;
27 end
28 end
29 calculate values of{yz,w(u,v),Nc, Ĉmax} with the

obtained{x(u,v), cu, kmu,v, ksu,v};

30 if Ĉmax

Cmax

≤ γ then
31 break;
32 end
33 end

15-21 makes sure that the settings of{kmu,v, ksu,v} do not
conflict with that of{cu}, i.e., an optical node cannot have its
primary or backup controller on a node where there is no con-
troller. Lines25-27 ensure that the primary and backup capac-
ities of each controller are not exceeded, and the primary and
backup controllers of a switch cannot be the same controller.
After having obtained feasible{x(u,v), cu, kmu,v, ksu,v}, we
calculate the values of{yz,w(u,v),Nc, Ĉmax} based on them in

Line 29. Here,Ĉmax is the true optimization objective. Finally,
Lines30-32 comparêCmax with the objective from the LP (i.e.,
Cmax), and terminate the iterations if the approximation ratio

γ is satisfied.
We can easily verify that the approximation ratio ofAl-

gorithm 2 is upper-bounded byγ as follows. As the MILP
in Section IV-B is for minimization, the solution of the LP
(i.e., Cmax) actually provides a lower-bound on the optimal
solution, while the feasible solution constructed byAlgorithm
2 (i.e., Ĉmax) is an upper-bound. Therefore, the approximation
ratio of Algorithm 2 can be calculated as

ǫ =
Ĉmax

C∗
max

≤
Ĉmax

Cmax
≤ γ, (28)

where C∗
max is the optimal solution. We also need to point

out that according to the principle of LP relaxation with
randomized rounding and the well-known Chernoff-Bound
[50], the probability ofAlgorithm2 finding a qualified feasible
solution can approach to 1, as long asQ andγ are properly set.
We will show the convergence performance ofAlgorithm2 in
Section VI. The time complexity ofLines 4-33 in Algorithm
2 is O(Q2 · |V |2), and the LP solving inLines 1-2 can also
be accomplished in polynomial-time. Hence,Algorithm2 is a
polynomial-time approximation algorithm.

VI. PERFORMANCEEVALUATION

In this section, we perform numerical simulations to evalu-
ate the performance of the proposed algorithms.

A. Performance on Control Plane Design

To evaluate the algorithms in depth, we consider six physical
topologies in different sizes for the control plane design in
consideration of planned physical-layer attacks. The topologies
are shown in Fig. 5, where the Netrail, GridNet, NSFNET and
US-Backbone (USB) in Figs. 5(b) and 5(d)-5(f), respectively,
are realistic ones used for backbone networks. The simulations
are conducted on a computer with 2.1 GHz Intel Xeon
Silver 4110 CPU and 32 GB memory, and the simulation
environment is MATLAB 2019a with GLPK toolbox, which
only uses one CPU core. Table I summarizes the results of
the proposed algorithms. Here, we name the exact algorithms
designed in Sections IV-A and IV-B as the Cutting-Plane-
based and Bellman-based algorithms, respectively, while call
Algorithm 2 as the Approximation algorithm. We set the
longest running time as three hours, which means that we
consider an algorithm as intractable for a scenario if it cannot
obtain a solution with10, 800 seconds. The intractable cases
are marked with “−” in Table I. The optimization gap between
the approximate solution and the exact one can be obtained
by comparing the results onCmax (i.e., the vulnerability of
control plane design) from the Approximation algorithm and
the Bellman-based algorithm. The last column in Table I shows
the results on the optimization gap explicitly.

1) Small-scale Topologies:We consider the 6-Node and
Netrail topologies in Figs. 5(a) and 5(b) as small-scale topolo-
gies. In the simulations using them, we set|V ′| = 1 and
|V ′| = 2 for 6-Node and Netrail respectively (i.e., in each
topology, there are one or two optical nodes that cannot in-
stantiate a controller), select the optical nodes forV ′ randomly,
assign the value ofL (i.e., the maximum number of optical
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Fig. 4. Topologies used in simulations (link lengths in kilometers), (a) 6-Node, (b) Netrail, (c) 8-Node, (d) GridNet, (e) NSFNET, and (f) US-Backbone.

TABLE I
PERFORMANCE OFALGORITHMS ON CONTROL PLANE DESIGN IN CONSIDERATION OFPLANNED PHYSICAL-LAYER ATTACKS

Cutting-Plane-based Algorithm Bellman-based Algorithm Approximate Algorithm

Cmax Length (km) Running Time (s) Cmax Length (km) Running Time (s) Cmax Length (km) Running Time (s) Gap

6-Node 1 112 15 1 112 3.3 1 112 22 0

Netrail − − − 1 11328 45 1 23014 25 0

8-Node − − − 1 2698 3507 2 3350 2.4 1

GridNet − − − − − − 2 58520 19 −

NSFNET − − − − − − 3 193800 300 −

USB − − − − − − 7 262300 282 −

nodes that a controller can manage) as4 and6 for 6-Node and
Netrail, respectively, and have the approximation ratioγ = 1.

For the 6-Node topology, all the three algorithms output the
same results onCmax = 1 and total length of control channels,
as shown in Table I. In this scenario, the Bellman-based
algorithm is the most time-efficient, while the Approximation
algorithm takes the longest running time. This is because
both the Cutting-Plane-based and Approximation algorithms
solve the problem in iterations, which can take longer time.
Regarding the Netrail topology, the Cutting-Plane-based algo-
rithm becomes intractable due to its time complexity, while
the solution from the Bellman-based algorithm is still better
than that from the Approximation algorithm (i.e., the value of
Cmax is the same but the total length of control channels is
shorter). However, the Approximation algorithm starts to show
its advantage on time efficiency, and its running time is less
than56% of that of the Bellman-based algorithm.

2) Medium-scale Topologies:The medium-scale topologies
are the 8-Node and GridNet in Figs. 5(c) and 5(d), respectively.

This time, we set|V ′| = 3 (i.e., the optical nodes inV ′ are
still randomly selected), and selectγ = 2. For the 8-Node
topology, we haveL = 6, while the value ofL is set as8 for
GridNet. The results in Table I suggest that the Bellman-based
algorithm can still solve the control plane design for 8-Node,
but its running time is very long (i.e., 3, 507 seconds). On
the other hand, the Approximation algorithm can solve the
problem much more time-efficiently, and with an approxima-
tion ratio of γ = 2, it only takes2.4 seconds to tackle the
control plane design in 8-Node. Although the Bellman-based
algorithm is intractable for GridNet, the running time of the
Approximation algorithm for the scenario is19 seconds to
satisfy the requirement ofγ = 2.

3) Large-scale Topologies:The remaining two topologies
(i.e., the NSFNET and USB in Figs. 5(e) and 5(f)) are the
large-scale ones. For the NSFNET topology, we have|V ′| = 4,
L = 10 andγ = 3, while the settings are|V ′| = 8, L = 14
andγ = 3.5 in USB. Here, we use larger values ofγ to ensure
that the control plane design in the large-scale topologiescan
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Fig. 5. Convergence performance of Approximation algorithm for USB.

be solved within reasonably long running time. In Table I, we
can see that the Approximation algorithm solves the problems
in minutes, while both the Cutting-Plane and Bellman-based
algorithms are intractable.

B. Control Plane Design with Approximation Algorithm

To further verify the effectiveness of the Approximation
algorithm, we consider the largest topology (i.e., USB) and
show the specific control plane design achieved by it. This
time, we setV ′ = {1, 2, 3, 4, 5, 6, 7, 8}, L = 14, andγ = 3.5.
Fig. 5 shows the algorithm’s convergence performance, where
the lower-bound on the vulnerabilityCmax is obtained by
the LP-relaxation and each feasible solution found in an
iteration gives an upper-bound. We observe that our algorithm
converges after56 iterations to satisfy the approximation ratio
of γ = 3.5. The specific control plane design for the SDON
using the USB topology is listed in Table II. It can be seen
that our algorithm obtains the number of controllers as9 to
approximate the bilevel optimization. The placements of the
controllers and how to assign them as the primary/backup
controllers of optical nodes in the SDON are also explained
in Table II. Then, the control plane designG′(V,E′) lists all
the links inE′, which are selected to route control channels
such that the vulnerability of the design control plane can
be minimized. Next, we show the routing paths of all the
control channels, where “C-S” and “C-C” means that the
control channels are for controller-to-switch and controller-to-
controller, respectively. Here, all the routing paths are duplex.

For the control plane design in Table II,Link (22, 23) and
Link (22, 16) carry Cmax = 7 control channels, and thus they
are the most vulnerable links. It can be seen that instead of
sitting in the middle of the USB topology, the most vulnerable
links are actually close to the edge. This suggests that by
solving the bilevel optimization, we successfully distribute
control channels evenly in the physical topology of an SDON,
and thus they will not concentrate on the links whose be-
tweenness centrality is high, as in the solutions provided by
the conventional single-level optimization in [33]. Therefore,
the effectiveness of our algorithm can be further verified.

VII. C ONCLUSION

This paper studied how to design control plane for SDONs
in consideration of planned physical-layer attacks. We first
modeled the problem as a bilevel optimization and developed

TABLE II
CONTROL PLANE DESIGN FORSDONUSING THE USB TOPOLOGY

# of Controllers 9

Nodes w/ controller 9, 11, 13, 15, 18, 19, 21, 23, 24

Primary controller {15: 1, 6, 15, 20}; {9: 2, 4, 8, 9, 16}; {19: 19};
assignments {18: 10, 24}; {21: 12, 21}; {13: 13, 14};

{11: 3, 5, 11, 17, 18}; {23: 7, 22, 23}.

Backup controller {24: 1, 3, 5, 6, 9, 14, 17, 18, 20}; {21: 2, 13};
assignments {9: 7, 10, 11, 12, 15, 19, 21, 22, 23, 24};

{15: 16}; {23: 8}; {18: 4}.

(2, 3), (3, 4), (3, 5), (1, 6), (3, 7), (4, 7), (5, 8),
Control plane (10, 14), (11, 15), (12, 16), (15, 16), (14, 18),
design (11, 19), (15, 20), (20, 21), (16, 22), (21, 22),
((u, v) ∈ E′) (17, 23), (11, 12), (10, 13), (6, 7), (6, 9), (8, 10),

(9, 10), (6, 11), (9, 11), (9, 12), (13, 14),
(18, 24), (23, 24), (22, 23), (19, 20).

24-18, 23-22-16-12-9-6-7, 16-12-9, 9-6-7-3-2,
C-S control 20-15, 18-14-10-9-11, 15-11-6, 14-13, 9-6-7-4,
channel paths 9-10-8, 17-23-22-16-15-11, 11-9-10-8-5, 23-22,

18-14-10, 11-6-7-3, 21-22-16-12, 15-11-6-1.

19-11-9, 18-14-10-9, 23-22-16-12-9, 15-16-12-9
C-C control 24-23-22-16-15-11, 24-18-14-10-9, 24-18-14-13
channel paths 21-22-23-24-18-14-13, 24-23-22-16-15, 11-9,

21-22-16-12-9.

Most vulnerable (22, 23)
link e ∈ E′ (22, 16)

Cmax 7

two approaches to solve it exactly. Specifically, we not only
leveraged the cutting plane method to solve the bilevel model
directly, but also transformed it into a single-level MILP
model with the Bellman method for problem solving. Then,
to improve the time efficiency for large-scale problems, we
proposed a polynomial-time approximation algorithm based
on LP relaxation and randomized rounding. Our simulation-
s evaluated the proposed algorithms with various physical
topologies, demonstrated their effectiveness on control plane
design, and confirmed that the approximation algorithm can
solve large-scale problems time efficiently to provide solutions
whose performance gaps to optimal ones are upper-bounded.
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