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Abstract—In the network planning of software-defined optical
networks (SDONSs), the control plane design is of great imper
tance because it directly affects the performance and rellaility
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optimization, where the upper-level optimization is for the net- v -4
work planner to design the control plane whose vulnerabiliy to O a—
planned attacks is minimized, while the lower-level optimzation
is for the attacker to plan its attacks such that the control dane
can be disturbed as severely as possible. We first develop twoFig. 1. Architecture of an SDON.
approaches to solve the bilevel model exactly. Specificallye first

leverage the cutting plane method to solve it directly, andhen

transform it into a single-level mixed integer linear programming . . . . .
(MILP) model with the Bellman method for problem solving. configuration), while its data plane is responsible for data

To improve the time efficiency for large-scale problems, welao transmission. Nowadays, the technical advances on flexible
propose a polynomial-time approximation algorithm based @ grid optical networking [11-13] and resource virtualipati
linear programming (LP) relaxation and randomized rounding. [14-17] have made the data plane of SDONs more adaptive.
Extensive simulations with various physical topologies véy the Nevertheless, without a carefully-designed control plade
effectiveness of our proposals. DONs cannot fully enable backbone operators to customize
Index Terms—Software-defined optical networks (SDONSs), their networks on demand and provision new services timely.
Control plane resilience, Physical-layer attacks, Planngattacks, Fig. 1 shows the architecture of an SDON, where the control
Bilevel optimization, Approximation algorithm. I . . .
plane utilizes multiple controllers to monitor and configur
the network elements (NESs) in the data plaeeg( optical
|. INTRODUCTION transponders and switches) [18, 19]. Note that, even though

O more than one controller is used, the control plane is still

VER the past decades, the raising of cloud computing . i . . ; o .
and Big Data applications has stimulated the surgeqﬁglca”y centralized. The rationale for instantiatingultiple

demand for backbone capacity [1, 2]. Hence, optical net‘mrﬁontrollers is multi-fold e.g, load balancing, improving avail-

have been deployed rapidly in globe to expand and strengthaebr%“ty' and reducing latency. Hence, each controller ngasa

the physical infrastructure of backbone networks. Hovv,evésrUbset of NEs_m the data plane via 5|g_na|||n_g N cont_rol ehan
hels. Meanwhile, as the control plane is logically-cerete,

this multi-dimensional growth in capacity, scale, and geo-
. : . ere are also control channels among the controllers for sy
graphical coverage brings new challenges, especially en { o N
ronizing network status and distributing control messag

network control and management (N(.:&M) of backbone ne?— To realize a high-performance SDON, the network planner
\évgsrkt?e[e:grj\]/i dl\élle agg:}kélilgé;c:jft\;v:;e—drimiidn ne|1t\évt\c,)\/rlo<:r|2g ;Sr;) d'\il%r%eds to design the control plane such that stringent geait

o y . P 9 P %ervice (QoS) requirements.g, short communication latency
to facilitate scalable, flexible and programmable NC&M b nd high reliability) can be satisfied [20, 21]. More speallig
decoupling the control and data planes of a network [6, e

Therefore, software-defined optical networks (SDONS) ha%é‘s?d on the conflgurat_lon-of the data plane, the controplan
; A ésign needs to determine: 1) how many controllers to deploy
attracted intensive interests recently [8—10].

where to deploy the controllers, 3) how to partition the
In an SDON, the control plane leverages controllers ti%ntrollers’ NC&M territories in the data plane, and 4) how

handle NC&M tasks &g, lightpath management and SW'tChto route control channels in the SDON’s physical topology.
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to deploy hundreds or even thousands of kilometers of fiberodel in [34] to 1) allocate a pair of primary and backup
links. Hence, deploying independent fiber links just for theontrollers to each NE in the data plane, and 2) include
control channels will be very expensive and not cost-effigie the optimization for determining how many controllers to
because the data-rates of control channels are in Kbps os Midigploy. This improves the practicalness and completeness o
at most. In other words, although the operator can provisionr model, because the model in [34] did not consider backup
the control channels as optical supervisory/service cblanncontrollers and could only accomplish the control planegtes
(OSCs) [22] and route them in a packet-switched networfqr a specific number of controllers. Secondly, we develop
which is logically decoupled from the data plane, the packdivo approaches to solve the bilevel optimization exactlthwi
switched network still needs to use the same fiber links in tiaproved time efficiency. More specifically, we not only
SDON's physical topology for data transmission. Thereforéeverage the cutting plane method [35] to solve it directly,
the control channels can be affected by physical-layeclata but also transform it into a single-level MILP model with
Meanwhile, the operation of optical networks can be dishe Bellman method [36]. Thirdly, we propose a polynomial-
turbed by various physical-layer issues, including botidan time approximation algorithm based on linear programming
failures/attacks [23-26] and planned attacks [27, 28]c&in(LP) relaxation and randomized rounding. Finally, we castdu
control channels are routed in the same physical topology aextensive simulations to evaluate our proposals with w&rio
thus can be impacted as well, such issues are more harmfuphysical topologies and verify their effectiveness.
SDONSs. After a physical-layer failure/attack, even though The rest of this paper is organized as follows. Section Il
can re-establish the control plane with either IP rerouititpe  surveys the related work. The description of the controhela
packet layer or the recovery scheme implemented in thealptidesign problem and the bilevel optimization to tackle it are
layer, service interruptions cannot be avoided. Therefare presented in Section Ill. Our schemes to solve the bilevel
should consider the physical-layer issues in network prajn optimization exactly are discussed in Section 1V, while the
i.e, we should take them into account when solving thgolynomial-time approximation algorithm is proposed ircSe
problem of control plane design and try to minimize theition V. We evaluate our proposals with numerical simulagion
consequences. Previously, people have proposed a fewotoritr Section VI. Finally, Section VII summarizes the paper.
plane design algorithms to address random failures/attack
[21, 29-32]. However, none of these studies have considered Il. RELATED WORK
the planned physical-layer attacks. Compared with randomPeople have invested lots of efforts on solving the problem
failures/attacks, planned attacks are more devastatig@ne of control plane design since the early days of SDN. The
difficult to address. This is because they can be delibgrat@iroblem’s initial versionj.e., deciding how many controllers
targeted to the most critical part of the control plane sinett t should be deployed and where to place them such that the
the resulting service interruptions would be aggravated.  control plane will be more reliable, was first mentioned i8,[2
When planned attacks need to be considered, the con3d@|. Since then, how to improve the survivability of control
plane design actually involves two rational entitiés,, the plane has been tackled under various failure/attack sizenar
network planner and the attacker. Hence, the conventionaRegarding the failures/attacks on controllers, reseasche
single-level optimization can hardly be utilized to soltelihn have come up with a few proposals in [20, 21, 31, 32, 38—
other words, if the network planner’s strategy is determinet2]. The studies in [20, 21, 38] used several primary-backup
independent of the attacker’s, the attacker can alwaysdgee models to deal with single controller failures. &t al. [31]
the strategy to make its attacks more harmful, @ité versa utilized the Byzantine fault tolerant mechanism to address
For instance, if the network planner routes control chanehultiple controller failures. The work in [39] applied both
over the shortest paths for reducing latency and pathr&ilitthe Byzantine fault tolerant and primary-backup models to
probability, the control channels may be concentrated en ttackle controller-switch mapping. Considering time-vagy
fiber links whose betweenness centrality is high [33]. TheSDN environments, people leveraged dynamic controller pro
the attacker can easily target its attacks to these linksise& visioning to realize adaptive control planes for load beiag
maximized service interruptions. To this end, we modeled tland controller failure handling in [40, 41]. Finally, logiky-
control plane design as a bilevel optimization in [34]. centralized but physically-distributed control planesébeen
Specifically, the upper-level optimization is for the netkwo proposed and demonstrated in [32, 42] for improved resilien
planner to design the control plane whose vulnerability to Regarding the failures/attacks in data plane, which could
planned physical-layer attacks is minimized, while thedow disturb the operation of control plane, people have alse pro
level optimization is for the attacker to plan its attackposed several control plane design algorithms [30, 37,48}
such that the control plane can be disturbed as severelyaaghors of [43] designed a tree-like control plane to reduce
possible with the smallest efforts. The upper-level andelew the impact of switch failures in data plane. Assuming both
level optimizations are correlated, and thus cannot beesolvswitch and link failures, Zhanet al.[37] proposed a controller
independently. We transformed the bilevel optimizatioimia placement algorithm to minimize the connectivity loss begw
mixed integer linear programming (MILP) model, solved it focontrollers and switches, while the study in [30] designed a
small-scale problems, and proposed a time-efficient hiéris Pareto-optimal approach to balance the tradeoff between th
In this work, we extend our preliminary study in [34] tocommunication latency and resiliency of a control plane.
make the problem-solving more comprehensive. The majorHowever, none of the studies mentioned above considered
improvements are as follows. Firstly, we modify the bilevehe failures caused by planned physical-layer attacks. As w



have already explained, the control plane design algosthnDefinition 1. For the Control Plane Design, the network
which were designed to address random failures/attacks, cplanner needs to

not be utilized to resolve planned attacks because theyatid n , determine the number of controllers to be deployed,
consider the rationality of the attacker. As each fiber lmlkan . find the optical nodes to instantiate the controllers,

SDON can carry more than Tbps data traffic, planned attacks, assign primary&backup controllers to each optical node,
can cause unimaginable losses to its operator [25]. Hehee, t , select a subset of fiber linksd., £’ C E) and allow the
study in [28] tackled how to upgrade optical networks desiyn control channels to be routed on them.

for content delivery, to address targeted fiber cuts.

Meanwhile, as physical-layer attacks impact both the dataWe assume tha_t the attacker knows about the result of the
and control planes of an SDON, one should never ignof@ntrol plane designi.g., the subgraplG’(V, E')) and how
them when architecting the control plane [33]. To this engontrol channels are routed oveX (V, E) (i.e, the routing
we proposed a game theoretic approach in [44] to model tREPtocol of control channels). This assumption is reastenab
control plane design in consideration of planned attacka a$&cause the attacker can obtain such information by either
non-cooperative game between the network planner and {R¢eraging the man-in-the-middle attack [45] to eavesdrop
attacker. Nevertheless, since the analysis of Nash Eqjuitib COntrol channels or deploying probes [46] to monitor contro
will become more complicated when the numbers of the tiAffiC silently. Then, the attacker can derive the layouthsf
parties’ strategies increase, the approach developedmpg control pl_an_e, target its a_lttacks to the most vulnerable, par
scalability issues and thus only considers target fiber agts@nd maximize the effectiveness of the attdckiote that,
planned attacks. This, however, would limit its practiesis, the mechanisms of common physical-layer attaekg,(fiber
because compared with fiber cuts, injecting jamming signdldts, intra-/inter-channel crosstalk, jamming inserfi@md
or introducing inter-channel crosstalk would be much easi@@in competition of erbium-doped fiber amplifiers (EDFA))
and thus more common for physical-layer attacks [24, ZgL_etermlng that th_e most yulnerable part of the control plane
To this end, we turned to model the control plane desid e fiber link, which carries the most control channels [24].

as a bilevel optimization in [34], but the study was juspefinition 2. The Vulnerability of a control design can be
preliminary. This work extends the study in [34] to use morgantified as the maximum number of control channels that
practical assumptions, design exact algorithms with imedo 4re routed over a single fiber link.¢., C

time efficiency, and propose a polynomial-time approxiorati . ]
algorithm to solve large-scale problems. In this work, we assume that the routing protocol of control

channels is to set up them over the physical paths whose
total transmission distance is the minimum. This is because
by doing so, we can reduce control latency, which is one of

. . , ) the most important QoS parameters of control plane [29]eNot
In this section, we first define the problem of control plan@]at, as the SDON is a backbone network, the link lengths are
design in consideration of planned physical-layer attaksl 1 ndreds or even thousands of kilometers, which means
then formulate it as a bilevel optimization. that the propagation latencies are hundreds of microsecond
or even longer. Therefore, the propagation latency of a fiber

A. Problem Description link will be much longer than the processing latency in each

The physical topology of an SDON can be modeled asoptical nodeite., normally in the scale of a few microseconds).
graphG(V, E), whereV and E represent the sets of opticalTO this end, when estimating the control latency, we ignbee t
nodes and bi-directional fiber links, respectively. Eactioap Processing latencies in optical nodes.
nodev € V consists of the NEs that are necessary for packetFig. 2 gives an illustrative example on the control plane
forwarding and data transmissiamg, an IP router, an optical design considered in this work. We can see that in the degdigne
switch, and a few optical transponders. The network planr@@ntrol plane,Links 2-4 and 5-6 are not selected to route
needs to assign a pair of primary and backup controllers égntrol channels, while the most vulnerable partLisk 2-

the NEs on each optical node. Here, we leverage the mutda$ince it carries two control channeise(, Ciax = 2). Note
back model in [21] to improve the efficiency of controllethat, when there are anomalies or failures in the SDON due to

assignment,i.e, one controller can simultaneously be th@hysical-layer attacks, the operator can leverage IP texpu
primary controller of certain optical nodes and the backdp the packet layer [47, 48] to recover the affected control
one of some others. In a practical SDON, there might gdannels, but it takes time to do so and the communications
optical nodes that do not satisfy the conditions to instaata Petween the control and data planes are interrupted dureng t
controller, for reasons such as shortage of necessaryraguip restoration. Therefore, we should consider preventivesonres

and security considerations. Therefore, we denote sugbabptt0 reduce potential hazards in the phase of network planning
nodes with a set’’ ¢ V. In addition to controller placement, Meanwhile, we hope to point out that the network planning
the control plane design also needs to route control chaiimel considered in this work is purely about the control plane of
G(V, E) and minimize the impacts of potential physical-laye‘ihe SDON, and will not affect the data plane operation at all.

attacks. Here, the control channels refer to those thageérid
g Iwith the control plane design, the attacker can launch wariitacks. We

_the Co_mmun'cat'ons bet‘_’veen e_'ther a primary controller aIggecifically consider planned physical-layer attacks,[a4H the comparison
its optical nodes or a pair of primary-backup controller. of attacking scenarios is out of the scope of this work.

max)-

IIl. CONTROL PLANE DESIGN CONSIDERING PLANNED
ATTACKS



B contoter —  Linkselectedin Control Plane Design « ¢, the boolean variable that equalsif a controller is
Optical Node —  Control Channel placed on node: € V', and0 otherwise.

3 FiberLinkwith Lengih 3 Most Vulnerable Link o km,, ,: the boolean variable that equdlsf the controller
on nodev is the primary controller of node.

ks, . the boolean variable that equdlsf the controller
on nodev is the backup controller of node.

« b, .: the boolean variable that equal# there is a control
channel between nodesandwv, and0 otherwise.

 0pu,v: the boolean variable that equals the controllers
on nodes: andv are the primary and backup controllers

Control Plane Design Result: of nodep, respectively, and otherwise.

1. Controller Placements: 3, 4, 5 . n(u’v): the integer variable that indicates the number of
2. Primary Controller Assignments: A>1, 2; B>4,6; C>3,5 H

3. Backup Controller Assignments: A->4,6; B>1,2,3,5 ContrOI Ch_annels rou.ted over Ilr(kt’ U) € E. .

4. Routing of Control Channels: 1-2-3, 2-3, 3-5, 6-4, 3-4, 4-5 o Cnax: the integer variable that indicates the vulnerability
Vulnerability of Control Plane Design = 2 Of the COﬂtrOl plane design.

o dyys tuws Wy €y andr,,: the auxiliary boolean
variables that are introduced for linearizing constraints

Objective:

B. Bilevel Optimization Model The objective of the upper-level optimization is to minimiz

As we take planned physical-layer attacks into considdf€ vulnerabilityCu,. of the control plane design. Thf opti-
ation, the control plane design involves two rational ésgit Mization correlates with the lower-level one througf.” }.
i.e., the network planner and the attacker. Therefore, we model Minimize Coax Q)
the problem as a bilevel optimization. The network plarmer’
task is modeled as the upper-level optimization, which is to Constraints:
obtain a subgrapty’(V, E’), over which the control channels
can be routed, such that the resulting control plane willehav
the minimum vulnerability to planned attacks. On the othéfg. (2) ensures that each control channel is duplex and uses
hand, the attacker accomplishes the lower-level optintimat bi-directional links.
where it first derives the layout of the control plane based Z cu = 0. ()
on G'(V,E') and the routing protocol of control channels, uev’
and then finds the most vulnerable link(s) to launch attackgy. (3) ensures that controllers will not be instantiatecthan
cost-efficiently. To this end, we can see that different mant nodes inV".
plane designs from the network planner motivate the attacke Z cu = MNe. 4
to target different links for maximizing the effectiveness uev
its attacks, while the most vulnerable link(s) chosen by thgy (4) calculates the total number of controllers that need
attacker will in turn change the network planner’s contlahe  pe deployed.
design. Hence, the upper-level and lower-level optimarei
are correlated and cannot be solved independently. Thislact kmuw +ksuw < €, Vu,v €V, ®)
ly explains why the control plane design cannot be formdlate Z Ky o = 1 Z ksuo =1 VuelV. ©)
as a conventional single-level optimization. ’ ’ ’ '

Common Parameters:

o G(V, E): the physical topology of the SDON.
« V': the set of optical nodes that do not satisfy th

Fig. 2. Example on control plane design and its vulnerabilit

T(uw) = L(v,uys  V(,v) € E. )

veV veV

Egs. (5) and (6) determine the mapping between controllers
gnd optical nodes.

conditions to instantiate a controlleV{ C V). > kmup <L, > ks <L, YweEV. (7)
o Ly, the length of fiber link(u,v) € E. uev uev
o L:the maximum number of Optical nodes that a Controllgq. (7) ensures that the primary and backup Capacities of eac
can manage. controller will not be exceeded.
1) Upper-level Optimization:The network planner needs ow
to obtain a subgraply’(V, E') for the control plane design M) = D Yoy V() €E, ®)

such that the resulting vulnerability is minimized. pwevizzel

Variables: Crmax > N(uv),  V(u,v) € E. )

« N.: the number of controllers to be deployed.

o Z(y,)- the boolean variable that equdlsf link (u,v) is
selected in the control plane design, andtherwise.

Egs. (8) and (9) ensure that the control plane design’s vulne
ability is calculated correctly.

. (Zu“j) : the boolean variable that equdlsf link (u,v) € Op,u,v < kmp,u,
E will be used to route the control channel between nodes Opuw < kSp v, Yu,v,p € V. (10)

z andw, and0 otherwise. Opyuyw > kSpw + kmp.. — 1,



Eq. (10) determines the value of ,, ..

{ Cuw = D Opuw <0,

Yu,v,p € V. (11)

peV
€u,v — Op,u,v > 07

Eqg. (11) ensures that if the controllers on nodeand v are
the primary and backup controllers of noge respectively,

they communicate with each other through a control chann

buw = kMuw + EMou + €uw — duw — tu,o — Wauyo + Tu,o,
Aupw < kMu,w, duo < EMyu, duw > kMo + kmy o — 1,
tu,v S kmu,v7 tu,v S Cu,v, tu,v 2 kmu,v + Cu,v — 17

Wuw < kMyu dup < €uwy Waw 2> KMy oy 4+ €uw — 1,
'r'u,'u S du,'u 'r'u,’u S eu,’m Tu,'u 2 du,v + eu,v - 17

Yu,v € V.
(12)
Eq. (12) determines the value of ,.

A. Solving Bilevel Model with Cutting Plane Method

After analyzing the bilevel optimization in Section 1lI-B,
we find that it can solved directly by leveraging the cutting
plane method [35], which constructs the exact solution dase
on suboptimal ones. We first solve the upper-level optirfonat
without considering the objective of the lower-level oneda
ter]e optimization is transformed as follows.

Minimize Cmax,
s.t. Egs. (2)-(12), (14)-(17)

The obtained solution can be suboptimal to the bilevel
optimization, because we ignore the lower-level optimizat
objective in Eqg. (13). In other words, the control plane dasi
that minimizes the vulnerabilit{.,,, might not automatically
ensure the minimum total path length of control channels.
Specifically, this situation happens if in the designed mnt

(18)

2) Lower-level OptimizationThe attacker needs to derivePlaneG’(V, E’), there is at least one control channel whose

the layout of control plane based 6:(V, E’) and the routing

protocol of control channels. Therefore, the premise ofingl

the lower-level optimization is the determination of thepap

level one. In other words, when the lower-level optimizati®

considered alone, certain variablé®( {z(, )} and{b,})

of the upper-level optimization become parameters.
Variables:

the boolean variable that equalsf link (u,v) €

zZ,w .

routing paths will be different to satisfy the objectiveskqgs.
(1) and (13). In this case, we call that there is a “confliatiey
in the deigned control plane.

Fig. 3 shows an example on the conflict-cycle. The control
plane design places the primary controllerdddesl and 2
on Node4, and thus the optimization in Eq. (18) routes the
control channels between optical nodes and their controile
Paths1-3-4 and 2-1-4, respectively, to minimizg,., as 1.

°y 771,1; ) . . .
éwi?l be used to route the control channel between nodstowever, the lower-level optimization will chooseath 1-4

z andw, and0 otherwise.
Obijective:

The lower-level optimization’s objective is to find the reut
ing paths of control channels such that the total length ef t

paths is the minimumig., the routing protocol).

Minimize > > L - ¥05)- (13)
{z,weV:z#w} (u,0)EE
Constraints:
bzw, u =z,
> Yiow) > Yoy =) Do YT 4
(u,v)EE (v,u)€E 0, otherwise
{u,z,w € V: z # w}.
Eqg. (14) ensures the flow conservation conditions.
yfﬂj) <bsw, Y(u,v)€E, {z,weV:z+#w} (15)

Eg. (15) ensures that variableg@“’v)} identify the links used
by control channels correctly.

yat‘;) = y&’yz), V(u,v) € E, {z,w €V :z# w}. (16)

to route the control channel betweblodesl and 4, because
its length is shorter. Therefore, the solution provided by t
optimization in Eq. (18)i(e., Paths1-3-4 and 2-1-4) would be

I§uboptimal for the bilevel optimization because R#th 1-4,

which forms a conflict-cycle together withath 1-3-4.
To avoid the conflict-cycles, we add a set of valid cuts to
the optimization in Eq. (18), as follows.
« p:arouting path inG(V, E), including one or more links.
« |p|: the hop-count of patlp.
» & the boolean indicator that equals 1 if pgihis the
routing path of a control channel, and 0 otherwise.

dSouit, =lbl-1+&, {rweV:z#w},  (19)
(u,v)Ep
Yoy 2 & Yw0) €B, {zweViz£w)  (20)
Egs. (19) and (20) determine the valuegfcorrectly.
Z x(u,v) S |p/| - ‘£P7 V(U7U) SR (21)

(u,v)€p’

Eqg. (21) eliminates the patp/, if it forms a conflict-cycle

Eqg. (16) ensures that the bi-directional control channels hrogether with pattp.

tween two nodes use the same routing path.

Yooy S Ty V(w,v) € B, {z,w €V 2 # wh. a7

Algorithm 1 describes the procedure of our exact algorithm
based on the cutting plane methd&gdhe 1 is for the initializa-
tion. The while-loop that coversines2-19 solves the bilevel

Eq. (17) ensures that the routing paths of control chanrals gptimization to obtain the optimal control plane design in
only use the links selected in the upper-level optimization jterations. In each iteratiorl,ines 4 and 5 solve the upper-
level and lower-level optimization subsequently with ttogry
IV. EXACT ALGORITHMS G'(V,E"), and store their results on the control channels’
We can easily verify that the bilevel optimization formedt routing paths in set®pper and Piower, respectively. Next, the
above is N'P-hard [49]. In this section, we discuss twdfor-loop coveringLines 6-15 checks the paths iRypper and
approaches that can solve it exactly. Powen finds conflict-cycles if there are any, generates the set



Node managed by Controller @)  Node with Controller optimization can be expressed more compactly, if we leverag

— — Control Channel Routing from Upper-Level Optimization the Bellman method and develop a Simple Ilftlng process. [36]
=+ = Control Channel Routing from Lower-Level Optimization Specifically, the bilevel optimization in Section IlI-B cdre
d-— Link selected in Control Plane Design transformed into the following single-level MILP model.

New Parameter:
o M: the big integer introduced for linearizing constraints.
New Variables:

o 2" the length of the shortest path between nodes
andw, if u is on the routing path of the control channel
between nodes andw (z,w € V).

Obijective:
Minimize Cmax- (22)

Fig. 3. E | flict-cycle i trol plane design. .

19 Xample on conflict-cycle In control plane design Constraints:

Algorithm 1: Exact Algorithm based on Cutting Plane Egs. (2)-(12), (14)-(17)
Input: G(V,E), L, V'. e i
Output: Control plane desigi’ (V, E'). w0 =" S M =ty (M = Leuw) = 2Luw) " Yoy

1 flag=0, E' = F, V(u,v) € B, {z,w eV :2#w},
while flag =0 do (23)

z nigg Ty’ =0, {z,weV:z#£uw} (24)

4 solve the optimization in Eq. (18) with’(V, E’) and 7" >0, YueV, {ziweV:z#w}h (25)
store paths of all the control channels in $gtper; , L .

5 solve r;)he lower-level optimization in the desEi)gar;ed Egs. (23.)_(25) are the Bellman's op.tlmahty cond{tlon_s][ﬁﬁ‘f
control plane and recalculate paths of all the control (nfg?(f%lrz‘;ﬁ (s{;[i;}ieedv 12 # w}), if the constraints in Eqs.
channels to store in s@®qwer; '

® for each control channetio V. POLYNOMIAL -TIME APPROXIMATION ALGORITHM

7 find its paths inPypper aNd Piower 8Sp1 andps; ) _ _ _ _

8 if p1 # po then The exact algorithms in the previous section are not

9 find conflict-cycle formed by, andp- and polynomial-time ones, and thus they will become intractabl

get the set of valid cuts with Egs. (19)-(21); When dealing with large-scale problems. Therefore, insbis

10 updateG’ (V, E') with the set of cuts; tion, we propose a polynomial-time approximation algarith

1 break: based on linear programming (LP) relaxation and randomized

12 else rounding, which can obtain near-optimal solutions whose pe

13 | n=n+1; formance gap to the optimal ones is bounded. We notice that
14 end after relaxing MILP, some variables do not satisfy the orédi

15 end constraints and produce infeasible solutions. Therefeesgdd

16 | if n reaches the number of control channgien Egs. (26)-(27) in MILP and then relax:

17 | flag=1, i, =0, Y(w,v) €E, {zweV:z#uw}. (26)

18 end i

19 end Yium =0, V(u, 2) €E, {z,w eV :z#w} 27)

The procedure of the approximation algorithm is shown
in Algorithm 2. In Line 1, we relax the MILP in Section

of valid cuts with Egs. (19)-(21), and updat€&(V, E') to IV-B to obtain an LP model. Note that, all the boolean
remove the conflict-cycles. Finally, when the pathsTigpe V2fiables are relaxed to real ones withi1]. Then, we
and Piower are all identical, we sefflag — 1 in Line 17, solve the LP inLines 2-3, and based on the solutions of
which will terminate the while-loop. Note that, as the peabF  {Z(u.v), Cus FMu,v; kw0, Cmax}, the outer for-loop Kines 4-
solving inLines4 and 5 cannot be accomplished in polynomi§l3) builds a qualified approximation solution in iterations

time, Algorithm 1 is not a polynomial-time algorithm. Here, @ andy determine the time complexity and approx-
imation ratio of Algorithm 2, and their values are selected

o . ) empirically. We will discuss their effects in Section VI.

B. Transforming into Single-level Model with Bellman M&ho  The first inner for-loop L(ines 5-10) finds a set of feasible
Instead of solving the bilevel optimization directly, wenca {x ., V(u,v) € E} to the MILP with randomized rounding.
also transform it into a single-level MILP model and themere, the set ofz(, .} is feasible as long as the resulting
obtain the optimal solution with a conventional MILP solverG’(V, E’) based on it is still a connected graph. Next, the
This can be done by replacing the objective and constraisescond inner for-loop Lines 11-28) finds sets of feasible
of the lower-level optimization with its optimality con@ins. {c,,Vu € V} and {kmy, ., ksu v, Vu,v € V} subsequently,
We notice that the optimality conditions of the lower-levedlso with randomized rounding. The for-loop that covares



Algorithm 2: Approximation Algorithm ~ is satisfied.

Input: G(V, E), £, V', maximum number of rounding We can easily verify that the approximation ratio Al
trails Q, and approximation ratie. gorithm_z is upper-boun_d(.ad.byy.as follows. As the MILP
Output: Control plane desigi’ (V, E). in Section 1V-B is for minimization, the solution of the.LP
1 relax the MILP in Section IV-B to get an LP; (i.e., Cmax) actually provides a lower-bound on the optimal
2 solve the LP to get values of variables solution, while the feasible solution constructedAigorithm
{Z(u0)s Cus KM s kw0, Cmax } I re@l numbers; 2 (-8, Cmax) is an upper-bound. Therefore, the approximation
3 Conax = [Conax ratio of Algorithm 2 can be calculated as
4 for g3 =110 Q do 5 5
5 | for g =1t0Qdo emGum T oy, (29)
® :ﬁgnpdrgs:t?iﬁtliixéfﬁ)’V,(Z;’ngj g};)ttr?e%wvivsl,teh whereC;,,, is the optimal solution. We also need to point
it {0} iS feasible(?él))th’e MILRhen : out that according to the principle of LP relaxation with
| b(riggi(' randomized rounding and the well-known Chernoff-Bound
end ' [50], .the probability ofAlgorithm 2 finding a qualified feasible
0 end soluthn can approach to 1, as long@sand~ are prqperly ;et.
1 for g = 110 Q do We v_v|Il show the _convergence_perfqrmanceﬁdgonthm_z in
- round variableg(c,, Vu € V} to 1 with the Se_tctlon VI. The time complexity oI_f.me_s 4—33 in Algorithm
Iy w o 2 is O(Q? - [V]?), and the LP solving irLines 1-2 can also
probabilities of{c,}, and 0 otherwise; . : L : .
1 for each nodeu € V do be accomph_shed in polynom|al—t|me._Hen@dgonthmz is a
1 5 =0 polynomial-time approximation algorithm.
15 for each nodev € V' do
16 if ¢, = 0 then VI. PERFORMANCEEVALUATION
17 0 =10+ kmuyy + ksuv; In this section, we perform numerical simulations to evalu-
18 kMmoo = ksy o =0; ate the performance of the proposed algorithms.
19 mark km,, , andks,, ,, as determined,;
2(1) endend A. Performance on Control Plane Design
2 distribute the value of evenly to To evaluate the algorithms in depth, we consider six physica
undetermined kme, , ks, Yo € V}; topologies in different sizes for the control plane design i
23 round undeterminedkm, ., ks, } to 1 with  consideration of planned physical-layer attacks. Thelagies
probabilities of their valués, and 0 otherwise; are shown in Fig. 5, where the Netrail, GridNet, NSFNET and
24 end US-Backbone (USB) in Figs. 5(b) and 5(d)-5(f), respectivel
25 it {kmu.o, ks ) is feasible to the MILRhen are realistic ones used for backbone networks. The sirounati
26 | break: are conducted on a computer with 2.1 GHz Intel Xeon
27 end Silver 4110 CPU and 32 GB memory, and the simulation
28 | end environment is MATLAB 2019a with GLPK toolbox, which
29 calculate values ofy?"" 7Nc;érrlax} with the only uses one CPQ core. Table | summarizes the resul_ts of
obtained{ . k:(mW), ksuo): the proposed algorithms. Here, we name the exact algorithms
e (w,0)s Cuy B0 3w, J designed in Sections IV-A and IV-B as the Cutting-Plane-
30 if Coe =Y then based and Bellman-based algorithms, respectively, wiaile ¢
31 | break; Algorithm 2 as the Approximation algorithm. We set the
32 end longest running time as three hours, which means that we
33 end consider an algorithm as intractable for a scenario if ithcan

obtain a solution withl 0,800 seconds. The intractable cases
are marked with =” in Table I. The optimization gap between
) the approximate solution and the exact one can be obtained
15-21 makes sure that the settings{@fn.,,, ksu,.} do Not py comparing the results 0. (i.e., the vulnerability of
conflict with that of{c,}, i.e., an optical node cannot have itS;gntro| plane design) from the Approximation algorithm and

primary or backup controller on a node where there is no Cofig Beliman-based algorithm. The last column in Table | show
troller. Lines25-27 ensure that the primary and backup capagie results on the optimization gap explicitly.

ities of each controller are not exceeded, and the primady an 1) Small-scale TopologiesWe consider the 6-Node and
backup cgntroller§ of a switch cannot be the same controllRfayyail topologies in Figs. 5(a) and 5(b) as small-scal®lop
After havmg obtained feaSIblém(u72),c,u,kmu7,l,,ksu7,l,}, we gies. In the simulations using them, we éé(” — 1 and
calculate the values ofy." ), NVc,Cmax} based on them in | — 2 for 6-Node and Netrail respectively.€. in each
Line 29. Here Cinax IS the true optimization objective. Finally, topology, there are one or two optical nodes that cannot in-
Lines30-32 compar€,,.x With the objective from the LPie.,  stantiate a controller), select the optical nodesforandomly,
Cmax), @nd terminate the iterations if the approximation ratiassign the value of (i.e., the maximum number of optical
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Fig. 4. Topologies used in simulations (link lengths in kileters), (a) 6-Node, (b) Netrail, (c) 8-Node, (d) GridNef) NSFNET, and (f) US-Backbone.

TABLE |
PERFORMANCE OFALGORITHMS ON CONTROL PLANE DESIGN IN CONSIDERATION OFPLANNED PHYSICAL-LAYER ATTACKS

Cutting-Plane-based Algorithm Bellman-based Algorithm Approximate Algorithm

| Cmax | Length (km) | Running Time (S)| Cmax | Length (km) | Running Time (S)| Cmax | Length (km) | Running Time (s)| Gap

6-Node | 1 | 112 | 15 | 1 | 12 | 33 | 1 | 112 | 22 | o0
Netrail | — | - | - | 1 | 11328 | 45 | 1 | 23014 | 25 | o
8-Node | — | - | - | 1 | 2608 | 3507 | 2 | 330 | 2.4 | 1
GridNet | — | = | = | - = | = | 2 | 5820 | 19 | -
NSFNET | — | - | - | - - | - | 3 | 193800 | 300 | -
use | - | - | - |- - | - | 7 | 262300 | 282 | -

nodes that a controller can manage)asd6 for 6-Node and This time, we setV’| = 3 (i.e,, the optical nodes iV’ are
Netrail, respectively, and have the approximation ratie 1.  still randomly selected), and selegt= 2. For the 8-Node

For the 6-Node topology, all the three algorithms output tHepology, we havel = 6, while the value of. is set as8 for
same results oi,,., = 1 and total length of control channels,GridNet. The results in Table | suggest that the Bellmaretias
as shown in Table I. In this scenario, the Bellman-basedgorithm can still solve the control plane design for 8-Hpd
algorithm is the most time-efficient, while the Approxinmati but its running time is very longi.e., 3,507 seconds). On
algorithm takes the longest running time. This is becausige other hand, the Approximation algorithm can solve the
both the Cutting-Plane-based and Approximation algorithnproblem much more time-efficiently, and with an approxima-
solve the problem in iterations, which can take longer timéon ratio of v = 2, it only takes2.4 seconds to tackle the
Regarding the Netrail topology, the Cutting-Plane-badgd-a control plane design in 8-Node. Although the Bellman-based
rithm becomes intractable due to its time complexity, whilglgorithm is intractable for GridNet, the running time okth
the solution from the Bellman-based algorithm is still bett Approximation algorithm for the scenario i) seconds to
than that from the Approximation algorithme., the value of satisfy the requirement of = 2.
Cmax is the same but the total length of control channels is 3) Large-scale TopologiesThe remaining two topologies
shorter). However, the Approximation algorithm startshow (i.e., the NSFNET and USB in Figs. 5(e) and 5(f)) are the
its advantage on time efficiency, and its running time is legsrge-scale ones. For the NSFNET topology, we Héi/é= 4,
than56% of that of the Bellman-based algorithm. £ =10 and~y = 3, while the settings arg/’| = 8, L = 14

2) Medium-scale Topologieshe medium-scale topologiesand~ = 3.5 in USB. Here, we use larger valuespfo ensure
are the 8-Node and GridNet in Figs. 5(c) and 5(d), respdgtivethat the control plane design in the large-scale topologges



12 ; ; : TABLE 1l
—upper-bound CONTROL PLANE DESIGN FORSDONUSING THEUSB TOPOLOGY
10\-‘ —lower-bound

# of Controllers | 9

e}
T

Vulnerability
(2]

Nodes w/ controller | 9, 11, 13, 15, 18, 19, 21, 23, 24
al Primary controller | {15: 1, 6, 15, 20; {9: 2, 4, 8, 9, 16; {19: 19};
assignments {18: 10, 24; {21: 12, 2%; {13: 13, 14;
2 {11: 3, 5, 11, 17, 1B {23: 7, 22, 23.
0 ‘ ‘ ‘ Backup controller {24: 1, 3,5, 6, 9, 14, 17, 18, 20{21: 2, 13;
0 50 100 150 200 assignments {9: 7, 10, 11, 12, 15, 19, 21, 22, 23,24
Iteration Number {15: 16}; {23: 8}; {18: 4}.
_ I . (2,3).(3,4),(3,5), (1. 6), 3,7), (4 7), (5, 8),
Fig. 5. Convergence performance of Approximation algaritfor USB. Control plane (10, 14), (11, 15), (12, 16), (15, 16), (14, 18),
design (11, 19), (15, 20), (20, 21), (16, 22), (21, 22),
((u,v) € E) (17, 23), (11, 12), (10, 13), (6, 7), (6, 9), (8, 10),
be solved within reasonably long running time. In Table I, we (2531221' (6,231%4(9, 2}21)12(3?: 1% (2103 14),
can see that the Approximation algorithm solves the problem (18, 24). (23, 24), (22, 23), (19, 20).
i i i Q- . 24-18, 23-22-16-12-9-6-7, 16-12-9, 9-6-7-3-2,
in mmutes, whllle both the Cutting-Plane and Bellman base%_s control 5015 18.14-10.0.11, 15.11.6, 1413, 9-6.7-4
algorithms are intractable. channel paths 9-10-8, 17-23-22-16-15-11, 11-9-10-8-5, 23-22,
18-14-10, 11-6-7-3, 21-22-16-12, 15-11-6-1.
B. Control Plane Design with Approximation Algorithm 19-11-9, 18-14-10-9, 23-22-16-12-9, 15-16-12-9
, , .. C-C control 24-23-22-16-15-11, 24-18-14-10-9, 24-18-14-13
To further verify the effectiveness of the Approximation channel paths 21-22-23-24-18-14-13, 24-23-22-16-15, 11-9,
algorithm, we consider the largest topologye{ USB) and 21-22-16-12-9.
show the specific control plane design achieved by it. Thisviost vulnerable (22, 23)
time, we setV’’ = {1,2,3,4,5,6,7,8}, £L = 14, andy = 3.5. _linkec &’ (22, 16)
Fig. 5 shows the algorithm’s convergence performance, &herCmax | 7

the lower-bound on the vulnerabilit¢,,., is obtained by

the LP-relaxation and each feasible solution found in an

iteration gives an upper-bound. We observe that our algorit two approaches to solve it exactly. Specifically, we not only
converges aftef6 iterations to satisfy the approximation ratideveraged the cutting plane method to solve the bilevel hode
of v = 3.5. The specific control plane design for the SDONiirectly, but also transformed it into a single-level MILP
using the USB topology is listed in Table II. It can be seemodel with the Bellman method for problem solving. Then,
that our algorithm obtains the number of controllersda® to improve the time efficiency for large-scale problems, we
approximate the bilevel optimization. The placements & tiproposed a polynomial-time approximation algorithm based
controllers and how to assign them as the primary/backgp LP relaxation and randomized rounding. Our simulation-
controllers of optical nodes in the SDON are also explaingd evaluated the proposed algorithms with various physical
in Table Il. Then, the control plane desigr(V, £') lists all topologies, demonstrated their effectiveness on contiariep
the links in E’, which are selected to route control channelgesign, and confirmed that the approximation algorithm can
such that the vulnerability of the design control plane cagblve large-scale problems time efficiently to provide tohs

be minimized. Next, we show the routing paths of all th&hose performance gaps to optimal ones are upper-bounded.
control channels, where “C-S” and “C-C” means that the

control channels are for controller-to-switch and coréreto- ACKNOWLEDGMENTS

controller, respectively. Here, all the routing paths aupldx.
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