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Abstract—Recently, the programmable data plane (PDP) terminates transactions as they traverse a network, imemkt
switches have been considered as the key enablers for in-netrk  computing can significantly reduce the load on the network.
computing. However, the limited memory resources in them fo In-network computing can normally be realized with three

flow tables might restrict their performance. This work addresses ¢ f devi ; the field bl i
this challenge by studying how to optimize the placements dfow ~ YPES OF devices].e, he hield programmable gate arrays

tables in the external memory on multiple servers, and to asess (FPGAs), SmartNICs and programmable data plane (PDP)
them with remote direct memory access (RDMA) for ensuring switches [20]. Among them, PDP switches [21, 22] are the
low latency. Specifically, we consider a data-center netwhr key enablers. With domain specific languages){ P4 [23]),

(DCN) that uses PDP switches as top-of-rack (ToR) switches, ; ;
and propose and optimize the hybrid flow table installation OFT- one can program the data plane logic of PDP switches,

INST) on each ToR switch. With hFT-INST, the switch can eithe defining p_ac_ket header ﬁelds_ and packet p_rocessing piseline
store flow tables in its local memory or use RDMA to install and and specifying the match fields and actions of each flow
access them remotely in its rack servers. We first design the table in the pipelines. Compared with traditional ones, PDP
protocol and operation procedure of hFT-INST. Then, regardng  switches have similar costs and power consumption, but they
the key problem of hFT-INST, i.e., how to place the flow tables on offer improved programmability without sacrificing packet

the external memory on different servers, we take a few pradtal . f H th h th tential t
parameters into account, and formulate a mixed integer linar processing perormance. Hence, ihéy have the potenual to

programming (MILP) model to tackle it. Next, the optimization ~realize high performance in-network computing [24-28].
in the MILP is transformed into a capacitated facility location Although PDP switches are promising for implementing in-
proble_m_ (CFLP) with _additional constraints. We further_ tra ns- network computing, there are still a few challenges to askire
form it into a k-median problem through pre-processing, and  Among them, a major one is that due to the power consump-
design a polynomial-time approximation algorithm to solvethe .
problem. Extensive simulations confirm the performance of ar tion and _COSt of ternary content addressable memory (TCA_‘M)
proposed algorithm. We also prototype our design of the hFT- and static random-access memory (SRAM), a PDP switch
INST, and conduct experiments to demonstrate its feasibity. usually has very limited memory resources, which might not
Index Terms—Software-defined networking (SDN), In-network be sufficient to qccommodatg all the active flow tables for in-
computing, P4, Programmable data plane (PDP), Remote diréc network computing [29]. For instance, the memory resources
memory access (RDMA), Approximation algorithm. in a state-of-art PDP switch can only store a few thousands of
flow tables at most [22, 30]. To address the difficulty caused
by the limited memory capacity, people have considered to
expand the memory in PDP switches with external memory
OWADAYS, the fast developments of cloud computingand enable them to access the external memory with remote
big data analytics, and immersive multimedia applicatirect memory access (RDMA) [30]. Specifically, RDMA was
tions have driven the Internet to go through revolutionamgeveloped to enable the direct access from the memory of one
changes [1, 2]. For instance, the advances on softwareedeficomputer into that of another one without the intervention
networking (SDN) [3-5], network virtualization [6-10], @n of either one’s operating system [31]. Hence, it elimindtes
physical-layer technologies [11-15] have paved the road @werheads of memory copying and context switching, and thus
realize network function virtualization (NFV), for flexis] allows high-throughput and low-latency data transfers.
cost-effective, and short time-to-market network senpce- Inspired by the idea in [30], we consider a practical and
visioning [16—18]. NFV instantiates virtual network fuiris more complex scenario than the one in that wosk, a data-
(vNFs) and composes various network services with thewmenter network (DCN) that uses PDP switches as top-of-rack
Recent studies have suggested that the cost-effectivaness(ToR) switches, and study how to optimize the placements
power-efficiency of NFV can be further improved with in-of flow tables in the external memory on multiple servers
network computing [19, 20]. Specifically, in-network comio improve the performance of the PDP switches for in-
puting refers to the execution of vNFs within the networketwork computing. Specifically, each ToR switch supports
devices that are already used to forward traffic [20]. Beeatus hybrid flow table installation (hFT-INST)i.e. it can either
store flow tables in its local memory, or use RDMA to install
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network adapters that enable soft RDMA over convergédmedian problem through pre-processing, and then design
Ethernet (Soft-RoCE-NICs). RDMA-NICs are more expensiv@ polynomial-time approximation algorithm to solve it with
and thus less common in a network, while Soft-RoCE providegrformance guarantee. Finally, we prototype our design of
a software-based alternative solution to enable RDMA withFT-INST with Soft-RoCE and BMv2 [37], and conduct
normal network adapters. Meanwhile, in addition to RDMAgxperiments to demonstrate the feasibility of our proposal
one can also use the remote produce call (RPC) [32] toThe rest of this paper is organized as follows. Section Il
realize remote memory access. However, both the existipgesents the related work. We describe the network model
studies in [33, 34] and our own experimental investigaticand related definitions in Section Ill. The mixed integer
suggested that compared with the generic RPC, RDMA cénear programming (MILP) model for optimizing hFT-INST
achieve more efficient and faster remote memory operatioits.formulated in Section IV. Then, Section V designs the
Hence, we model a practical situation where the servers eandpproximation algorithm, and its simulation results arevatn
equipped with RDMA-NICs or Soft-RoCE-NICs, and considein Section VI. Next, we introduce the implementation of the
the different data transfer latencies of the hFT-INSTsulgio prototype system and discuss the experimental demormstsati
RDMA-NICs and Soft-RoCE-NICs. in Section VII. Finally, Section VIIIl summarizes the paper.
Based on this network environment, we first design the
protocol for hFT-INST, and lay out the operation procedure
to implement it. Note that, the RDMA-based design in [30]
mainly considered the scheme that tries to perform theaglat In-network computing [20], also known as in-network com-
tasks purely in the data plane. Although the data plane iputation [19], tries to extend the functionalities of netiwo
plementation was compact, it also suffers from the restrist devices beyond traffic forwarding, to cover computing tasks
due to the limited computing and storing capability of thén the application layer. The studies in [24-26] leveraged
data plane. Hence, each PDP switch can only use the extefd@P switches to accomplish the computing tasks for key-
memory on a single locatiori,e., organizing and indexing value store. Sonchaci al. [38] introduced Turboflow, which
flow tables with different match fields on a single memoryas an in-network computing system for network telemetry.
However, as match fields can have various lengths and RDMgpecifically, they designed and implemented two types of
operations also consume bandwidth, the one-to-one schéitoe record generators for network telemetry, based on the
has to use complex flow table indexing/accessing methddBP switch using Tofino application-specific integrateduir
and causes “hot-spots” of bandwidth usage in some extref@SIC) [22] and a prototype switch built with SmartNICs,
cases. Meanwhile, using a single server to provide the mmaogspectively. Note that, SmartNICs usually consist of mekw
memory will make our proposal unreliable, because the entprocessors whose architectures are similar to the run-to-
system will stop functioning if the server breaks down. completion model, and thus they can also be used for in-
Moreover, the design in [30] cannot be expanded to supetwork computing [39, 40]. The authors of [39] utilized
port multiple servers with simple modifications, because &martNICs to extend RDMA primitives for offloading key-
effective algorithm is then needed to manage the mappivglue store. IPipe [40] was an actor-based framework for
between flow tables and external memory locations, which waffloading distributed applications onto SmartNICs.
not addressed in [30]. This motivates us to study the relatedAlthough in-network computing is promising, it has to
network modeling and algorithm design together with systea@onsume a noticeable amount of memory in programmable
implementation. In other words, as this work addresses batatwork devices, and thus will bring new challenges sinee th
algorithm design and system implementation, its coveragememory resources in these network devices are usually very
more comprehensive than that of [30]. We design the systdimited [22, 30]. For instance, in [28], the authors designe
to involve the control plane in the process, which has enbdndNetHCF to realize the filtering of spoofed IP traffic with
computing and storing capability to manage the mappi®®RPP switches, while they had to take the shortage of memory
between flow tables and external memory locations. Thegeforesources in PDP switches into account and considered flow
the flow tables can be organized and indexed more efficienthble aggregation. These new challenges actually motisite
and the bandwidth overheads of RDMA can be shared amdiagdesign and optimize hFT-INST.
multiple servers, which is similar to anycast [35]. Previously, there were also studies to address the shortage
It can be seen that in this new design, it is essentiaf memory resources in SDN/PDP switches. Bossletrt
to determine how to place the flow tables on the external. [21] investigated how to optimize the hardware design
memory on different servers, which is the problem of hFlef SDN switches to relieve the memory fragmentation in
INST considered in this work. More specifically, we take ththem, and proposed two chip design techniques. Even though
widths of flow tables, computing and networking loads otheir results confirmed that the design could achieve efficie
servers, and RDMA latencies of RDMA-NICs and Soft-RoCEnemory utilization over a wide range of network configura-
NICs into account, and formulate an optimization model tions, the proposals were still hardware-specific. Theystnd
tackle the problem of hFT-INST. To the best of our knowledg@41] proposed to replace part of hardware TCAM with the
such algorithm design has not been addressed in the existialgle resources realized by software. However, the higledp
studies on this topic. Next, we first transform the problem afearch capability of hardware is also lost. The lookup time
hFT-INST into a capacitated facility location problem (GFL introduced by software-based table resources is much tonge
with additional constraints [36], further transform it ane The authors of [42] tried to delay the installation of flow e
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and expedite their evictions to adapt to the limited memary i [ Processing Unit
SDN switches, but this might affect the packet processimg pe (Programmable ASIC Forward Engine )
formance. The shortage of memory resources in SDN switches T 5 T S

could also be relieved by deploying aggregated defaultspath ¢ R ¢ R

[43] or leveraging flow rule multiplexing [44]. However, the Flow fale Ml | m Ml | m

schemes might not be applicable to in-network computing, 1T I

because the flow tables would be much more complicated than Bl < Bl Bl =
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tried to leverage the memory resources in directly-coretect é,——'l" e >

PDP switches as the supplement to address the limited memory ™" ="\ J

in one of them. Nevertheless, the performance of the prapose
SCheme depended on the actual network topology Flg 1. General architecture of a P4-enabled PDP switch.
Nowadays, the RDMA technology [31] has already been

widely used in DCNs. However, most of its applications are . .
still about realizing fast memory sharing among servers, amount of memory resources provided by TCAM/SRAM wiill

in FaRM [47]. The study in [30] proposed to expand thgffectthe PDP switch’s performance, since the limited cépa

memory in PDP switches with external memory by Ieverag\]'\-”" make it difficult to accommodate necessary flow tables.

ing RDMA. Specifically, the authors designed three remote )
memory primitivesj.e., packet buffer primitive, lookup table B- Remote Access of Memory in Servers
primitive and state-store primitive, to show the feasipilbf We explain our proposal of hFT-INST in Fig. 2. Here, we
accessing remote memory from PDP switches. Neverthelessnsider a DCN environment, where PDP switches are used
they only considered to accomplish the remote table lookags the top-of-rack (ToR) switches, and assume that they can
purely in the data plane, which restricts the memory sharifeyerage external memory in its rack servers to store the flow
in the one-to-one mannei.€., each PDP switch can onlytables for in-network computing, by utilizing RDMA. In a
leverage the external memory on a single location). In thigactical situation, the rack servers can be equipped \ittlere
work, we also utilize external memory with RDMA to enhanc&DMA-NICs or Soft-RoCE-NICs to share their memory with
PDP switches for in-network computing, but we improve thédne ToR switch. Note that, the remote memory access will
design by adding control plane operations to realize hFSAIN introduce extra bandwidth usages between the ToR switch and
in the one-to-many way. Specifically, we take real systeits rack servers. However, according to a recent measurtemen
parameters into consideration, formulate a model to ogmiof the traffic characteristics in real DCNs [48], the traffic
hFT-INST, and design a polynomial-time approximation algdetween a ToR switch and its rack servers is usually sparse.
rithm to solve it with performance guarantee. To the best dherefore, we will consider the bandwidth usages between th
our knowledge, such algorithm design has not been addres$e® switch and its rack servers when solving the problem of
in the existing work on this topic. hFT-INST, and try to find the servers whose bandwidth to/from
the ToR switch is enough for the RDMA operations.

IIl. PROBLEM DESCRIPTION

In this section, we first explain the memory in PDP switches [ Server S
for storing flow tables, then introduce the RDMA scheme to ToR PDP Switch y f

access remote memory on servers, present our system design,
and finally define the problem of hFT-INST.
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Fig. 1 shows the the general architecture of a PDP switch /
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that is based on a P4-enabled programmable ASIC [21, 29].
It processes packets with a pipeline model, where each packe

Soft-RoCE-NIC

. Server
needs to traverse a fixed sequence of flow tables. Each flow | SoftRoCENIC ‘
table stores its flow entries in TCAM, and uses SRAM for the Rack Servers Rack Servers to Provide Exteral Memory

counters and other states of processed packets. Meanthlgile,
flow table also needs to occupy a small number of processifig %
units in the ASIC, for executing operations while accessirg
SRAM. The major benefit of such pipeline-based architecture _
is that the processing delay on each packet is almost the System Design

same, regardless of the number of flow tables that it needsio realize the hFT-INST in Fig. 2, we design the system ar-
to go through [21]. This is extremely useful for in-networlchitecture as shown in Fig. 3, which includes implementegio
computing, because it enables a PDP switch to handle compiepoth the PDP switch and rack servers. On the switch side,
operations with fixed latency. Meanwhile, we can see that thee function modules are distributed in the control and data

Network model of hFT-INST.



Server using RDMA. This assumption is reasonable for the following

Shared Memory

o S G Match (Fixed width) Action cPu two reasons. Firstly, the control plane should be able to tal
witch Control Plane atcl ction . .
e g i to the servers, because such communications are needed even
RDMA Process Controller . .
_ cont — N e cru we do not consider remote memory accesg)( collecting
"‘:SV;": Ef‘ap‘ji;? S @ $ ¢ ¢ working status of the servers). Secondly, the assumpti@s do
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: switch just for the control plane in the future.
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D. Problem Description of hFT-INST

Fig. 3. Overall system architecture to realize hFT-INST. It can be seen that the system design of hFT-INST described
above sacrifices packet processing latency and bandwidth fo
larger memory capacities to store the flow tables for in-

planes. We insert a RDMA process controller in the controletwork computing. Since the rack servers can be equipped

plane to 1) determine the scheme of hFT-INST according wath different kinds of NICs and the bandwidth usages be-
network status, and 2) seRDMA-Writemessages to serverstween them and the ToR switch can be various, how to
to implement the scheme. The data plane still processes afidcate the flow entries to the servei®( the problem of
forwards packets according to the pipelines built with floFT-INST) will be an interesting but necessary problem to
tables. To overcome the shortage of TCAM/SRAM in the PDiRvestigate, especially when the PDP switch needs to gatisf
switch, hFT-INST places and accesses flow entries remotelifferent quality-of-service (QoS) requirements in irbwmerk

on rack servers. To achieve this, we program the PDP switcbmputing. Meanwhile, we should also pay attention to the

to enable low-latency remote table lookup with RDMA. Wheitength of the match fieldi.g., the key) in each flow entry,

a packet comes in, if its flow entries are stored locally, it when organizing the entries in the servers. This is becaurse f

processed as usual in normal PDP switches. Otherwise, the remote table lookup with RDMA, it will be much easier

data plane of the PDP switch first asks the control plane &md faster if the RDMA process controller searches in fixed-
do a remote table lookup, which reads the external memdeangth keys. Hence, it would be beneficial to store flow eatrie
on servers with RDMA to get the flow entries for the packetyhose keys have the same or similar lengths in a same server.

and then performs the actions in the obtained flow entries byWe define the problem of hFT-INST as follows. Given a

leveraging the default RDMA table. Hence, instead of rajyinset of flow tables that should be accommodated in external

on the data plane to locate flow entries in external memory ememory () and a set of rack serverg’), we need to map
servers, we design the control plane to accomplish the taskhe tables inC' to the servers irF’, such that the overall cost
Specifically, the overall procedure is explained in Fig. ®f the mapping is minimized. Here, the RDMA latency, the

When a packet encounters a table-miss, the PDP switch ede@ndwidth overhead, and the key length differences amang th

lates it from the data plane to the RDMA process controli@ntries stored in each server all contribute to the cost.

(Step 1. Then, the controller finds the remote location of

its flow entry based on the match field of the flow table, and IV. MILP FORMULATION FOR HFT-INST

generates aRDMA-Writemessage to the corresponding server |, this section, we formulate an MILP model to opti-

for remote table lookupStep 2. Here, we include the packet i hFT-INST, based on the system design explained in
in the RDMA-Writemessage to avoid caching it on the PDRgciion |)1-C. Note that, RDMA-NICs and Soft-RoCE-NICs
switch. When the RDMA-NIC/Soft-ROCE-NIC on the targepqyide different RDMA latencies. Specifically, the latgnc
server receives the message, it locates the packets flaw erif, 1, RDMA-NICs is shorter and usually does not change with
in its local memory, encodes anothBDMA-Write message LBacket length, while that from Soft-RoCE-NICs can be longer

to include both the packet and the flow entry, and sends thgq increase with packet length. Hence, to be generic, we
message back to the PDP swit@tép 3. On the server side, y,0del the RDMA latency of an NIC as

we store flow entries in a storage structure that is similar to _
the key-value store [26], where the key is the match field and 7 _ {O‘ +7-1,  enough bandwidth for RDMA
the value is the corresponding action. Note that, the grlaci B+~ -1, insufficient bandwidth for RDMA
of RDMA ensures that the operations3teps 2and3 will not  wherea and 3 are the fixed latencies for the cases where the
cause any overheads on the CPU on the server [31]. Finaliyailable bandwidth between the PDP switch and a server is
with the RDMA-Writemessage, the PDP switch executes thﬁ']ough and not enough for RDMA Operations, respective|y,
needed actions on the packet in the default RDMA table, aRdis the factor for calculating the dynamic latency based on
sends it out if necessarleps 4and5). packet length, and is the packet length. The, 3 and~ of
Note that, the system design in Fig. 3 assumes that tR®OMA-NICs and Soft-RoCE-NICs take different values.
control plane of the PDP switch can communicate with serversNotations:

@)



« C: the set of flow tables that need to be stored in externak formulate the cost; ; as follows.
memory in sgrveﬁs wh(_ere we assume that each flow Cij =i by + 6 (fwi — cw,). 3)
table can be indexed with an integee [1, |C|].

« F: the set of rack servers that can provide externBlote that, the second term in Eq. (2) is nonlinear, and in the
memory for flow tables, where we assume that ead@llowing, we will show the method to linearize it.
server can be indexed with an integet [1, |F|]. Constraints: .

« ¢;;: the cost when the entries in tfAablej get stored in ij =L Y “)
Serveri, and the detailed formulation will be given later. i

. 1;: the average length of the packets that match to flowd- (4) ensures that each flow table is allocated to one and
entries inTable ;. only one server, for storing its entries remotely.

« s;: the average arrival rate of the packets that match to yi —wi; >0, Vi, j. (5)
flow entries inTable j.

. B, the bandwidth left for RDMA orServeri. Eq. (5) ensures that the value @f is set correctly.

o «;: the fixed RDMA latency if the switch an8erveri a;, B> Zsj Ay xig,

have enough bandwidth for RDMA operations. = vj ©)
i the fixed RDMA latency if the switch an&erver: Bi, Bi< Zsj @i

do not have enough bandwidth for RDMA operatitins vj

« 7i: the factor for calculating the dynamic RDMA latency gq. (6) determines the value of the fixed RDMA latenfgy

on Serveri, based on packet length. on Server; according to the bandwidth usagélowever, this
¢ 0: the normalization factor for |ength difference betWee& a nonlinear constraint and needs to be linearized.

the key in a server and the match field in a table.

« cw;: the length of the match field ifiable ;. fiat fia=1, (7)
« fw;: the key length of the remote memory 8erver:. @i fix+Bi- fi2 = fis (8)
« M: a large positive constant. Bi > fia 'ZS' e )
o bmax: the maximum bandwidth usage of packeis,, B

bmax = max(s; - ;).

vy L. ) B; < fio- il M - 1, V3. 10

e bmin: the minimum bandwidth usage of packets. fuz %:8‘7 5w F M-S, Vi (10

b

min = Igij,n(sj ’ ZJ)

Egs. (7)-(10) leverage variablgs; and f; - to linearize Eq.

Variables: (6), while Egs. (9)-(10) need to be further linearized.
» z; ;. the boolean variable that equadlsif the entries in B; > qi1, Vi, (12)
Table j are stored orServeri, and0 otherwise. .
. ’ . i1 < i liox g, Vi, 12
« y;: the boolean variable that equadlsif Serveri stores @1 = ;87 31 Teg W (12)
flow entries, and) otherwise.
. £ X e .
fi: the real variable that indicates the fixed RDMA )
latency onServeri. Gi1 2 ; S5 lj-Tij | —bmax - (1= fin), Vi, (13)
e fi1, fi2, pi1 andp;o: the boolean auxiliary variables ! .
that are introduced for linearization. bmin - fi1 < gist < bmax - fi1, Vi (14)
e ¢i1 and g;: the integer auxiliary variables that arewe use Egs. (11)-(14) to linearize Eq. (9) with variabje.
introduced for linearization. )
L Bi <qi2+ M- fi1, Vi (15)
Objective: .
The optimization tries to minimize the overall cost of map- %2 < ZSJ' i xig, Vi, (16)
vj

ping the flow tables to rack servers. Therefore, the optitiina
objective can be designed as

qi,2 2 Z Sj -+ l] * Ti,j - bmax : (1 - fi,2) ) V% (17)
Minimize Z Cij - Tij + Z fi - yi, 2 vi

Vi vi bmin - fi2 < qi2 < bmax - fi2, Vi 18)

where the firs‘g term includes the costs cqused by the _dynargiﬁma”y’ we use Egs. (15)-(18) to linearize Eqg. (10) with
RDMA latencies and the key length difference, while thgariapleq, ,. Then, we can linearize the objective in Eq. (2)
second term denotes the total fixed RDMA latency. Hencgith variablesf; ; and f; » as

INote that, flow tables should only be placed on external mgrimservers ~ Minimize Z Cij - Tij+ Z (i~ fix-yi+Bi- fiz-yi), (19)
when the local memory on a PDP switch is used up. This is becRIEVIA Yi,j Vi
brings extra memory access latency and thus will affect ket processing
performance of the PDP switch. Hena@, just contains all the flow tables  3Here, we assume that the average length and average amigabfr the
that cannot be stored locally in a PDP switch, and can beyeabthined. packets, which match to the flow entries in each flow tabl€'inshould be
2We normally haveB; > «a;, and thus the packet processing in a PDRnown a prior. This assumption is valid, because for in-network compytin
switch will be severely affected if the bandwidth left for RIA operations a flow table normally contains the flow entries for the samdiegjon, while
is insufficient. the traffic statistics of applications in DCNs can be estaddq©8, 49].



which can be further linearized as follows. Algorithm 1: Preprocessing

Minimize ch. cxig+ Z (0vi i + Bi - pi2), (20) Input: the set of serverg’, and set of flow tableg’.
Vi Vi Output: the set of selected serveFs, set of grouped
tablesC’, and number of grouped tablés

which represents the final formulation of the objective. éjer
p;,1 and p; o are the auxiliary integer variables introduced 1 F' =F,C'=C,p=0, gb=0, cw = 0;

to assist the linearization of the objective, and the follmyv =~ 2 sort servers int” based on bandwidth left for RDMA,
constraints should be added for them. select the median one, and store its bandwidtiBijn

pin < fir, . 3 for each Tablej in C'in ascending order ofw; do
{ pis < fia, @D 4| if (cw; = cw) AND (gb+s, -1; < B) then
- 5 addTable j into Table GroupG,;
{pm ey (22) 6 gb=gb+s;-1j;
Pi2 < Ui, 7 | else
pi1 > fi1+yi—1, Vi 23 8 p=p+1,
pia> fiztyi—1, (23) 9 addTable j into Table GroupG,;
By treating the flow tables irC' as demand points and ii endgb =8yl ew = cwy;
the servers inF' as potential facility sites, we can easily 12 end
verify that the optimization described by the aforemenrgithn . .
. ’ - .13 insert all the grouped tables i0’;
MILP can be transformed into a capacitated facility locatio ak=p:
problem (CFLP) with additional constraints, which &7- 15 store ,the maximum bandwidth of all grouped tables
hard according to [50]. Therefore, in the next section, we i b

will leverage some existing techniques in [50, 51] to design

polynomial-time approximation algorithm for it. 16 for each Servei in I do

17 if B; > b then

V. APPROXIMATION ALGORITHM 18 e|ndaddServerz in the set of selected servefs;
19

In this section, we design a polynomial-time approximation ,; anq
algorithm to solve the optlmlzat_lon in Sec_tlon IV with Per- 51 return (F', C', k);
formance guarantee, and thus it can be implemented in the
RDMA process controller in Fig. 3. Specifically, as the opti-
mization is an instance of CFLP with additional constraints
we first design a preprocessing procedure to transformat irthe same length of match field, and the total bandwidth usage
a k-median problem, and then we leverage the local searehthe packets that match to them does not exdeed/e insert

approach in [51] to design the approximation algorithm for iall the obtained grouped tables in sét (Line 13), record
the number of grouped tables i (Line 14), and find the

grouped table whose total bandwidth usage from packets is
o . i the maximum and store the bandwidthtirfLine 15). Finally,
By looking into the MILP model in Section IV, we canye yse the for-loop that covetsnes 16-20 to filter out the

see that compared with the standard CFLP, it includes a f@¥ers whose bandwidth left for RDMA is less thiaand
additional constraints, which are mainly related to bamiwi jnsert the remaining ones in the set of selected serfiérs

usages. More specifically, because the relation betweed fiXge time complexity ofAlgorithm 1 is O(|C| + |F|)

RDMA latency and bandwidth usage is modeled as a piece-

wise function in Eqg. (6), we introduce several variables and

constraints to linearize it. Hence, we design the prepsings B- Approximation Algorithm to Solve k-Median Problem

to simplify the constraints, reduce the scale of the problem Since the preprocessing makes sure that all the selected

and transform it into a standatdmedian problem. The main servers inF’ can provide sufficient bandwidth for RDMA, the

idea of the preprocessing is to aggregate tables and filter ggcond term in the optimization objective in Eq. (2) becomes

infeasible servers, such that all the selected serverdgshaue a constant multiplied byk. Therefore, the optimization in

enough bandwidth for the RDMA operations of hFT-INST. Section IV gets transformed into the following problem.
Algorithm 1 explains the procedure of the preprocessing. o

Lines 1-2 is for the initialization. Note that, the mapping of Minimize Do g (24)

flow tables to servers is not conducted in the preprocessirig, viek, et

it is just for organizing the flow tables in a reasonable set @fonstraints:

grouped tables and removing the servers whose bandwidth lef D myy=1, Vjec, (25)

for RDMA is too small. Hencel,ine 2 selects the server whose VieF!

bandw@dth _is ‘median among all the servers, and records its yi—z:;>0, VieF, Vjec, (26)

bandwidth inB as an empirical threshold. Then, the for-loop

coveringLines3-12 organizes the flow tables i in grouped Z yi < k. (27)

tables. Specifically, the flow tables in each grouped table ha iEF

A. Preprocessing



Algorithm 2: Local Search Algorithm It can be seen thal; andC, are constants for each instance of
Input: the set of selected serveR¥, set of grouped the hFT-INST problem, and the ratio 6fyp to CuwiLp Satisfies
tablesC’, and number of grouped tablés CmILP S C1

Output: M: the mapping ofC’ — F”. Cavp — C2’ (30)
1 F" = Then, we define the solution fromlgorithm 2 asCapp, and
2 while [F"'| <k do according to [51], we have
3 move a server fronf”’ to F, such that mapping Capp 2
grouped tables i’ to servers inF"" greedily CrMp <3+ (31)

leads to the smallest cost with Eq. (24);

Finally, by combining Egs. (28)-(32), we get the upper-bdun
record the mapping and its cost.ix andC; Y Y g Eas. (28)-(32) g PP

of the approximation ratio as

IN

5 end
6 swapn servers inF"” with those inF”, and store all Capp < G2 Capp < G <3 + Z) . (32)
the possible new server sets Cuie ~ G Gave — C1 n

for eachF"” ¢ F do

~

VI. NUMERICAL SIMULATIONS

8 map grouped tables i6” to servers inF"”

greedily to minimize the cost in Eq. (24); In this section, we evaluate the performance of our ap-
9 record the new cost ifi’; proximation algorithm Algorithms 1 and 2) with extensive
10 if C’ <C then numerical simulations. Specifically, we consider both $mal
11 updateM with the new mapping fof"’; and large-scale problems of hFT-INST. Due to the MILP’s
12 c=cC complexity, we only compare it with the approximation algo-
13 end rithm in the small-scale scenario. In the large-scale siena
14 end we consider more flow tables and rack servers to further study
15 return (M); the performance of the approximation algorithm. Note that,

other than the MILP and approximation algorithm, we do
not consider heuristics in the simulations. This is becdase

o ) ) an optimization problem, a heuristic can only obtain felasib
We can see that the optimization described with Egs. (24)s|ytions but can never guarantee a fixed approximatioa. rati

(27) is just a standard-median problem [51]. Note that, |, other words, it is theoretically impossible to have the
there have already been a few approximation algorithms §@ristics that could better approximate the optimal smst
solve this problem [51-53], and the local search approachijfhy an approximation algorithm in all the scenarios. The si
[51] can provides the best approximation ratio. Therefa/®, jations obtain each data point by averaging the results fro
leverage it to desigAlgorithm2 and solve the optimization of o) jngependent runs, to ensure sufficient statistical acgurac
Egs. (24)-(27) with performance guarantéée 1 is for the A we will explain in Section VII-A, the system imple-
initialization. Then, we use a while-loop to move one sevepantation uses the software-based BMv2 [37] to emulate a
from " to F” in each iteration with a forward greedy process$s4_enabled PDP switch. Therefore, the settings.0f8 and
i.e., the mapping cost is minimized after each operation, unt}il in Eq. (1) should follow the assumption that the PDP
there arek servers inF"” (Lines 2-5). In Line 6, we try 10 gyitch is a software-based one using BMv2. Then, based
swapn servers inf" with those inF”, obtain all the possible 5 the experimental results about RDMA-NICs in [30], the
new server sets, and store them in BetFinally, the for-loop  gjmulations choose = 0.4 ms, 3 = 1000 ms, andy = 0
covering 7-14 checks all the new server setsFino find the ms/byte for RDMA-NICs. On the other hand, we measure
best mapping scheme, which provides the smallest mappig RpmA latency on a Soft-RoCE-NIC in the experiments
cost. The time complexity oAlgorithm2 is O((|C'[+[F"|)").  that will be described in Section VII-C. According to the
experimental results, we set = 0.5655 ms, 8 = 1000 ms,
C. Approximation Ratio andy = 4.5 x 10~* ms/byte for Soft-RoCE-NICs.

We assume that there are sufficient servers with enough
bandwidth for RDMA to accommodate the flow tables. Thié. Small-Scale Simulations
is reasonable because if the servers are insufficient, ttieepa  |n this scenario, we choose the number of rack servers
processing in the PDP switch will be severely affected, asd itom {16,32}. The key length of the remote memory on
should not offload flow tables in this case. Hence, by denotie@gch server is randomly selected fraise, 48, 64, 128} bits
the optimal solution from the MILP aSui.p, we have with probabilities of {0.15,0.1,0.6,0.15}, respectively. The
. _ bandwidth capacity of the connection between each server
CmiLp 2 ;%lg(ci’j) =0 ®® {0 the PDP switch is chosen frorfil, 10,40} Gbps with
) ’ . ) i probabilities of{0.75,0.1875,0.0625}. Also, we assume that
Meanwhne, we denote the optimal solution obtained by solg vers with10 and 40 Gbps connection speeds are equipped
ing the k-median problem of Egs. (24)-(27) exactly @&, \ith RDMA-NICs, while those withl Gbps connection speed
Cave < > max(ci.;) + k- max(a:) = Ca. (29) have Soft-RoCE-NICs. The number of flow tables dhis
jco €F ier fixed as500 or 1000, and the lengths of their match fields are



TABLE |
PERFORMANCECOMPARISONS BETWEENMILP AND APPROXIMATIONALGORITHM

MILP Approximation Algorithm
Servers | Flow Tables | First Term | Second Term| Overall Running | First Term | Second Term| Overall Running
|F| |C| in Eq. (2) in Eq. (2) Objective | Time (s) | in Eq. (2) in Eq. (2) Objective | Time (s)
16 500 231.25 1.20 232.45 0.800 249.35 1.20 250.55 0.003
16 1000 471.75 1.20 472.95 1.300 495.25 1.60 496.85 0.013
32 500 217.50 2.40 219.90 13.600 233.50 1.60 235.10 0.011
32 1000 455.00 1.60 456.60 366.400 471.25 1.60 472.85 0.100
1500 12 25 6
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Fig. 4. Large-scale simulation results (First scenarightiloaded DCN).

2000

=
=)
.
15
3
~

0 0
16 B32 148 W64 I Application Traffic  IBIRDMA [IApplication Traffic  IBIRDMA @M Application Traffic BBIRDMA

80

@
3

1500

@
3

60

IS
3

1000

w
8

40

Overall Objective

Average Bandwidth Usage (%)
8

20

Maximum Bandwidth Usage (%)
5

Minimum Bandwidth Usage (%)

0 0 0
500 1000 1500 2000 2500 3000 500 1000 1500 2000 2500 3000 500 1000 1500 2000 2500 3000 500 1000 1500 2000 2500 3000
Number of Flow Tables Number of Flow Tables Number of Flow Tables Number of Flow Tables

(a) Overall cost (b) Average bandwidth usage (c) Maximum bandwidth usage (d) Minimum bandwidth usage

Fig. 5. Large-scale simulation results (Second scenadavytloaded DCN).

randomly selected withir{16, 32,48, 64,96, 128} bits*. The from {16,32,48,64}, the number of flow tables is selected
length of the packets that match to the flow tables is choseiithin [500, 3000], and the packet rate is selected fréim20)
within {64, 128, 256, 512, 1024, 1500} bytes with probabilities kpps. While the remaining parameters are unchanged. We
of {0.2,0.2,0.2,0.2,0.1,0.1}, respectively. The packet rate isconsider two scenarios in the simulations. The first scenari
randomly selected frori, 10] kilo-packets per second (kpps).emulates a light-loaded DCN, where the bandwidth between
Table | summarizes the simulation results to compare tklee ToR switch and rack servers is abundant. The second one
performance of the MILP and approximation algorithm. Weonsiders a relatively heavy-loaded scheme, wi@fe 0.75]
can see that the objectives from the approximation algaorithof the bandwidth between the ToR switch and rack servers
are always very close to those from the MILP, and thieas already been used for carrying application traffic. We
maximum relative gap is only.78%. Meanwhile, the running only simulate the approximation algorithm, and compare the
time of the approximation algorithm can be three magnitudeerformance of hFT-INST in terms of the following metrics:
;horter_than that of the MILP. Hence, the results verify_ the . Gverall Objective the cost of hFT-INST with Eq. (2).
time-efficiency and effectiveness of our proposed algorith | Metrics about Bandwidth Usagehe average, maximum

and co”nﬂr][n tr(;at it can be implemented in the RDMA process -, minimum bandwidth usages on each server over the
controller for dynamic operations. fime of each simulation.

B. Large-Scale Simulations Fig. 4 shows the simulation results of the first scenario. In
|j§' 4(a), we can see that when the number of flow tables is

In this scenario, we increase the numbers of rack serve d th | obiective d t ch hif th b
and flow tables. Specifically, the number of servers is choséﬁe + (he overall objective does not change much 1t thé numbe

of rack servers varies. Specifically, the overall objectivdy
4In a practical DCN, the distribution of flow tables can changeen decreases slightly with the number of servers. This is beeau

different types of in-network computing tasks are congideHence, uniform \yhen the DCN is empty. the hET-INST schemes with fewer
distribution is the most statistically-suitable assumptio use. Meanwhile, as ’

our proposals do not depend on the distribution of flow taliles assumption or more servers _do not make mUCh difference in terms of
will not restrict the generality of our numerical evaluaio the overall cost since the bandwidth resources are abundant
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However, as when the number of servers increases, the number | Ethernet
of servers with RDMA-NICs also increases, and this helps to \
reduce the overall cost slightly. Then, we fix the number of

servers a$4 and obtain the bandwidth usages in Figs. 4(b)- |
4(d). The average bandwidth in Fig. 4(b) shows that the extra (a) RDMA-Writemessage from PDP switch to rack server
bandwidth consumed by RDMA operations is much smaller

Raw Packet |

than that for normal packet processing of application taffi [oena | © [Tvoe ] rrocee o |
The similar trend can be observed in Figs. 4(c) and 4(d).

For the second scenario, the results in Fig. 5(a) show that | = | N cton 1D |Ac,i°nDa‘a Rew Packet |
the overall costs are generally higher than their countésjra ,
Fig. 4(a). This is because the fact that the available baftiwi (b) RDMA-Writemessage from rack server to PDP switch

between the ToR switch and rack servers is smaller makgg 7. packet formats designed for RDMA messages.
Algorithm 1 generate more grouped tables, which will in turn
let the hFT-INST distribute the grouped tables on more ssrve
When more servers are used, the probability of placing flogn emulated with the software-based BMv2 [37], and we
tables on the servers with Soft-RoCE-NICs increases, and tprogram its data plane with the P4 language. The control
leads to higher overall costs. Meanwhile, we also obserat tland data planes of the PDP switch talk with each other using
the overall cost decreases more noticeably with the numibertioe interface of remote procedure call (RPC). On each rack
servers, and this is also due to the limited available badthwi server, we program a RDMA server on it, also in the C
Other than these, Figs. 5(b)-5(d) still indicate that th&aex language, to communicate with the RDMA process controller
bandwidth consumed by RDMA operations is much smallésr accomplishing RDMA operations.
than that for normal packet processing of application taffi  The operation of our system involves two phaskes,
the initialization and operational phases. The initidlza
VII. SYSTEM IMPLEMENTATION AND EXPERIMENTAL implements a few key settings of hFT-INS&,g, the key
DEMONSTRATIONS length and addresses of the remote memory on each related

In this section, we provide the detailed design of our hFf2ck server, and the hash functions fIOF hmemoryI indhexing.
INST system and discuss its experimental demonstrations. ' "eN: the system enters its operational phase to let the PDP
switch process packets according to local/remote flow $able

As shown in Fig. 6, when a packet encounters a table-miss,

A. System Implementation the data plane will first generate a key based on the match
field of the flow table, and then send the packet to the control
L — m‘_@w“ A plane along_ with the table ID and key. The control plane
plemtines 1_‘:::%Mmmmn first determines the ID of the server that stores tht_a flow
R | —— Eniry 2 (Match 2 + Acton 2 table remotely based on the table ID, and then applies the
] v UL - 4 By et pctony corresponding hash function to the tuple<dberver IQ Key>
- || o e to obtain the memory address that points to the required flow
T o ) ]\(His"\vww — entry. Next, the remote memory address and the raw packet
wonrons TS | o Wemory are sent to the RDMA process controller, which constructs an
T cover iy RN NG — RDMA-Writemessage with the format in Fig. 7(a).
e R 1. | [ ErivvenzeAcion2) When the target server receives RBMA-Writemessage,
‘aab.ewey’)” ‘ ‘ | et Aty it performs the remote table lookup to determine the action
IQD,SM‘SS Row peciet for the packet, generates anotfRDMA-Write message with
the format in Fig. 7(b), and sends it back to the PDP switch.
Fig. 6. Control plane design of PDP switch for hFT-INST. With the content in th&RDMA-Writemessage, the PDP switch

executes the needed action on the packet in the default RDMA

Fig. 6 shows our design of the control plane in the PDRble. After the packet having been processed in the PDP
switch for hFT-INST. In our system, the control plane in thewitch, the data plane sends the table ID, key, action ID, and
PDP switch is in charge of indexing/accessing flow tablegtion data about it to the control plane, which can use the
stored in the external memory on multiple rack servers. Asformation to generate a flow entry and insert it locallyle t
different servers may use the same memory address rangita plane. Then, the processing of the subsequent paekets c
we create a hash table to store the memory addressesh@fcompleted locally on the PDP switch. The caching of flow
each server that provides external memory for hFT-INSgntries is optional in our design, and should only be invoked
Specifically, the hash table is obtained by applying the giresvhen there are sufficient memory resources on the PDP switch.
hash functions on the tuples efServer IQ Key>, whereKey
is the match field in a flow table. We program the control . o
plane with Python, while the RDMA process controller (8- Function Verification
written in the C language and works as a RDMA client to To verify the functionality of our hFT-INST system, we cap-
use the interfaces provided by Soft-RoCE. The PDP switthre RDMA messages with Wireshark on the PDP switch. Fig.



Source Destination Protocol Length Info 192.168.109.203: Switch IP
102.168.109.203 192.168.109.207 RRoCE 7322 CM:” ConnectRequest | 192.168.109.207: Server 1 1P
192.168.109.207 192.168.169.203 RROCE 1322 CH: ConnectReply K 192.168.109.209: Server 2 IP
192.168.169.203 192.168.109.207 RROCE 1322 CH:_ReadyTouse s

192.168.109.203 192.168.109.207 RRoCE T114 AT Sénd Only Qp=exe@en12 = Initialization with

102.168.169.207 192.168.189.283 RRoCE 62 RC Acknowledge QP=8x088015 Server 1

192.168.169.207 192.168.189.203 RRoCE 114 RC Send Only QP=xB601S

102.168.169.203 102.168.189.207 RRoCE 62 RC Acknowledge QP=8x086012

102.168.169.207 192.168.189.203 RROCE _114 RC Send Only QP=0xBE8015

192.168.109.203 192.168.189.209 RROCE 1322 CH! ConnectRequest | L

192.168.109.209 192.168.109.203 RROCE | 322 CM: ConnectReply i - Initialization with

192.168.169.203 192.168.169.209 RROCE 1322 CM: ReadyTouse _ _ I  Server2

192.168.189.203 192.168.189.209 RROCE 114 RC Send Only QP=BX860811

192.168.169.209 192.168.189.203 RRoCE 62 RC Acknowledge P=8x088016

102.168.169.209 192.168.189.203 RRoCE 114 RC Send Only QP=BxB80B16

192.168.169.203 192.168.169.209 RRoCE . 52 RC_Acknowledge QP=0x80001L _ _ _ . Write with raw packet
192.168.109.203 102.168.109.209 RROCE L138 RC RDMA Write Only QP=8x008611 _!

192.168.109.203 192.168.109.209 RRoCE 114 RC Send un"[y QP=0x8000811

192.168.109.209 192.168.189.203 RROCE 62 RC Acknowledge QP-0x000016 et lentry and ot
192.168.169.209 192.168.109.203 RROCE . 52 BC_Acknowledge 0P-0x008016 _ _/° rite with entry and raw packe
192.168.169.209 192.168.109.203 RROCE 158 RC_RDMA Write Only QP-8x@00016 !

192.168.169.209 192.168.109.203 RROCE 114 BC send Daly Qp=0xGE0J6

192.168.169.203 192.168.109.209 RRoCE 322 CM: DisconnectRequest | _,

102.168.169.209 192.168.109.203 RRoCE L3z cu _u_cgnile_ct_Rggly_ |- ~Disconnect with server 2

(a) RDMA messages received on PDP switch

» Frame 3662: 138 bytes on wire (1104 bits), 138 bytes captured (1104 bits) on interface ©
»Ethernet II, Src: WistronI f6:68:25 (f8:0f:41:f6:68:25), Dst: WistronI 08:8a:aa (70:e2:84:68:8a:aa)
» Internet Protocol Version 4, Src: 192.168.109.263, Dst: 192.168.109.263
»User Datagram Protocol, Src Port: 49152, Dst Port: 4791
~InfiniBan
~Base Transport Header
Opcode: Reliable Connection (RC) - RDMA WRITE Only (16)
0. ... - solicited Event: False
.6.. .... = MigReq: False
..80 .... = Pad Count: @
.... 8008 = Header Version: @
Partition Key: 65535
Reserved: 60
Destination Queue Pair: 0x800011
.. ... = Acknowledge Request: True
.000 8000 - Reserved (7 bits): 0
Packet Sequence Number: 10855723
~RETH - RDMA Extended Transport Header
Virtual Address: 31459664
Remote Key: 19720
DMA Length: 64
Invariant CRC: 6xaa663e04
~Data (64 bytes)
Data:

11111111111 2604d200007F00. . .

flengthz 84l TT e — e, 222222222222 1111 ... cd 48 d3 06 b5 13 b2 ac
L J

Y
Raw Packet
7

0000 76 e2 84 08 8a aa f8 Of 41 f6 68 25 08 00 45 80
0010 00 7c ce 0 40 60 40 11 @e a3 c@ a8 6d cb cO a8
0020 6d d1 O 00 12 b7 00 68 0 @0 Ba 09 ff ff B0 00

/A€

o8 11
0050 {1 11708 6045700 00 2¢ 04 d2 60 60 7f 60 60 00 ) ,”
0960 1 06 00 00 69 00 0@ 55 60 B0 B9 @O 00 60 B0 88 301,”..
070 | fo 81 01 01 01 02 62 02_ 02 f_70 8f 85 09 cd 48}
0086 | d3 86 bS 13 b2 acfaa 66 3e 04

(b) Details on a switch-to-servédRDMA-Writemessage

) Frame 3606: 158 bytes on wire (1264 bits), 158 bytes captured (1264 bits) on interface
) Ethernet II, Src: WistronI @8:8a:aa (70:e2:84:08:8a:aa), Dst: WistronI f6:68:25 (f8:0f:41:f6:68:25)
» Internet Protocol Version 4, Src: 192.168.109.209, Dst: 192.168.169.203
»User Datagram Protocol, Src Port: 49152, Dst Port: 4791
~InfiniBand
~Base Transport Header
Opcode: Reliable Connection (RC) - RDMA WRITE Only (18)
e.. = Solicited Event: False
.0, = MigReq: False
TR MR
.. 0000 = Header Version: ©
Pariition Key: 03535
Reserved: 00
Destination Queue Pair: 0:000011 00 0100 01 02 02 02 02 00 00 ff ff ff ff 00 00 00 01 00 01
1 [t J L\ J \_"_l \—v—l

....... = Acknowledge Request: True

.000 0080 = Reserved (7 bits): ©

— ¥
Packet Sequence Number: 5714665 Flag Table ID Key Action ID Action Data

vRETH - RDMA Extended Transport Header
Virtual Address: 28132992 ,)’ 22 22 22 22 b5 13 b2 ac
I
DMA Length: 84 o [
~Data (84 bytes) < Raw Packet
s

.
Data: 9001600 £ F71Ff000000010001
[Length: 84] ’

1
0000 8 Of 41 f6 68 25 70 e2 84 08 8a aa 08 00 45 00 . A.h%p. ..
0010 00 90 60 6c 40 00 40 11 7d 03 c® a8 6d d1 co a8 y
0020 6d cb c® 80 12 b7 86 7c 00 60 6a 60 ff ff 60 0O P
0030 00 11 80 57 32 e9 0Q..90_ %2001 2d 46 80 9990 ;.
40 4d_60 06 _00 09 SAJDD 01 06 01 62 62 B2 02 00 88; , M

(c) Details on a server-to-switctRDMA-Write message

Fig. 8. Wireshark captures on PDP switch.

8(a) shows the operation procedure, which includes the RDMA

10

Fig. 9, we can see that for each packet, the remote table
lookup with RDMA can cause an extra latency of aro@od

us. Note that, we implement the hFT-INST with a software-
based scheme.e., using BMv2 to emulate the PDP switch
and realizing RDMA operations on a Soft-RoCE-NIC. Hence,
we expect that the RDMA latency can be significantly reduced
if the entire hFT-INST system is implemented in a hardware-
based environmeng(g, a PDP switch with Tofino ASIC [22]
and RDMA-NICs). Meanwhile, we observe that the packet size
does affect the packet processing latency when there isteemo
table lookup. The linear regression in Fig. 10 suggeststheat
latencyT' changes with the packet lengthasT = o + v - [,
wherea = 0.5655 ms andy = 4.5 x 10~* ms/byte.
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Fig. 9. Comparison of packet processing latencies for with without
remote table lookup.
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me_ssages for the initializations Oll’l two rack .Servers’ aed tHg. 10. Relation between packet length and processingdgatévith remote
switch-to-server and server-to-swittlDMA-Write messages table lookup).

to accomplish a remote table lookup. The details about the
switch-to-servelRDMA-Write message are illustrated in Fig.
8(b), which only includes the packet that encounters a tabl§, Hp video Streaming

miss. Shortly after receiving thRDMA-Write message, the
server returns the server-to-swit@6DMA-Write message in
Fig. 8(c) to the PDP switch. This time, the message includ
both the packet and the information about its matched ent

C. Latency Measurements

To further verify the practicalness of our proposal, we
utsilize high-definition (HD) video streaming as the applica
f:‘o test whether the remote table lookup with RDMA can

rgffect its QoS. Specifically, we stream an HD video with an

average throughput &Mbps and the resolution d280x 720
through the PDP switch, and let the switch store the flow

With our implementation, we first compare the packdtble to process its traffic on a remote server. We measure the

processing latency with and without remote table lookup.

Iominance component’s peak signal-to-noise ratio (Y-PBENR



of the video's playback on the receiver end, to quantify thez]
QoS of the video streaming. The experimental results are
shown in Fig. 11, which indicate that the Y-PSNR alwayss;
stays at relatively high valuegg. the RDMA latency does

not cause noticeable impacts on the HD video streaming. ]
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Fig. 11. Y-PSNR of video streaming (with remote table lookup

[11]

VIIl. CONCLUSION [12]

This paper considered a DCN that uses PDP switches
as ToR switches, and studied how to leverage the exterfidi
memory in rack servers to improve the performance of PDP
switches for in-network computing. Specifically, each ToR4]
switch facilitated hFT-INST, which means that it can either
store flow tables in its local memory or use RDMA to instalf;s
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