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Abstract—This paper studies the cross-layer network planning
that tries to combine flexible Ethernet (FlexE) and elastic ptical
networks (EONSs), for FlexE-over-EONs. We focus our invesga-
tion on the most challenging setting,i.e., the FlexE-over-EONs
based on the FlexE-aware architecture, and consider both 1sgle-
hop and multi-hop scenarios for the cross-layer planning. Br the
single-hop scenario, we assume that all the client flows areuted
over end-to-end lightpaths in the EON. We formulate a mixed
integer linear programming (MILP) model for this problem,
transform it into the class constrained bin packing problem
(CCBP), and leverage the primal-dual interior-point (PDIP)
method to propose a polynomial-time approximation algorihm
for it. Then, for the multi-hop scenario, we use a more realific
assumption that each client flow can be routed over multiple
lightpaths in the EON. We show that after solving the virtual
topology design, the cross-layer planning in this scenarican be
transformed into that in the single-hop scenario. Therefoe, an
integer linear programming (ILP) model is formulated to tackle
the virtual topology design, and we design a polynomial-tire
approximation algorithm for it by modifying the well-known
branch-and-bond method. To evaluate the performance of our
two-step method for the multi-hop scenario, we also propose
heuristic algorithm. Extensive simulations verify that regarding
large-scale cross-layer planning for FlexE-over-EONs, auap-
proximation algorithms are significantly more time-efficient than
the ILP/MILP models, and their solutions have bounded gaps @
the optimal ones and are much better than those of the heurigt.

Index Terms—Flexible Ethernet (FlexE), Elastic optical net-
works (EONs), Approximation algorithms, Traffic grooming.
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Fig. 1. Generic operation principle of FlexE.

access control (MAC) rates that may or may not correspond
to any existing physical channel (PHY) rates of Ethernet [7]
As the most recent implementation agreement, FlexE 2.0 [7]
promises to be capable of carrying the collections of 100,GbE
200 GbE, and 400 GbE PHYs. The upcoming FlexE 2.1 will
add the support for 50 GbE PHYs. With these PHYs, FlexE
can support various MAC rates with the operation principle
shown in Fig. 1. Specifically, FlexE inserts a shim layer in
between the MAC and physical layers, which divides the
bandwidth resources in a group of PHYs into a series of
calendar slots (CS’), and maps the data streams from FlexE
clients whose data-rates can be various to the CS'. In other
words, the shim layer schedules to transmit the client data
from MAC interfaces with different rates in the CS!g, the
transmission opportunities in the PHYs based on TDM).

As the data-rates of the MAC interfaces and PHYs can be

ECENTLY, fast development of datacenter (DC) angifferent, FlexE utilizes three mechanisms [7]: 1) bongling,
metro networks are happening all over the world, teupporting a 200 Gbps MAC interface with two bonded 100

adapt to the raising of 5G, cloud computing, and Big DasbE PHYs, 2) sub-ratingg.g, transmitting the data from a

ta analytics [1-5]. This has imposed intensive pressure gp Gbps MAC over a 100 GbE PHY, and 3) channelization,
networking technologies, especially for Ethernet andaapti e g supporting a 150 Gbps and two 25 Gbps MAC interfaces
transport network (OTN). We have witnessed promising agith two bonded 100 GbE PHYs. Hence, even though FlexE
vances in these two areas over the past decade, to addggigates bandwidth in terms of exclusive time slots, It ks
the increasing challenges. For instance, Flex EthernekEl the advantage of high efficiency due to statistical mulsijlg.
[6] has been published by the Optical Internetworking Forum pmeanwhile, for long distance transmissions, the dataedrri
(OIF), which defines new Ethernet connection types to allogy FlexE PHYs needs to be further fed into the transport boxes
DC Operators to utilize OTN bandwidth in more ﬂeXib|QT_BoxeS) in an OTN [8] Therefore, the network p|anning for
manners, and pI’OVides the intel’face techniques for ngliZiF|exE_0ver_oTN iS an interesting but Cha”enging pr0b|m t
service isolation and network sharding. investigate, because it actually involves sophisticatezbss
The major advantage of FlexE is that it leverages timgzyer mappingi.e., MAC interfaces to FlexE PHYs, and FlexE
division multiplexing (TDM) to support a variety of mediapHys to T-Boxes. Depending on how well the T-Boxes are
compatible with FlexE, FlexE-over-OTN can be built with
three architectured,e. the FlexE-unaware, FlexE-partially-
aware, and FlexE-aware ones, respectively [7]. Among them,
only the FlexE-aware architecture uses the T-Boxes that are
fully compatible with FlexEj.e., each of them equips a FlexE
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shim layer to recognize the data from each MAC interface isfter solving the virtual topology design in the multi-hop
PHYs. Hence, the network planning for it has the most flexibkeenario, we obtain the hop-by-hop lightpath routing ofheac
cross-layer mapping, which can provide the best performartcaffic flow from MAC interfaces, and thus transform the cross
in terms of resource utilization and cost-effectiveness.tiie layer planning to that of the single-hop scenario. To measur
other hand, its network planning is also most challenginge performance of our two-step method for the multi-hop
because the cross-layer mapping has the maximized fléyibilscenario, we also propose a heuristic algorithm. Finalgyrun
Previously, Eiraet al. [9] has performed a thoughtful extensive simulations to evaluate our proposals, and thétge
comparative analysis on architecting FlexE-over-OTNs@isi confirm that regarding large-scale cross-layer planning fo
fixed-grid wavelength-division multiplexing (WDM) netwks FlexE-over-EONSs, our approximation algorithms outparfor
(i.e., FlexE-over-WDMs) with the three architectures merthe ILP/MILP models significantly in terms of running time,
tioned above. However, they did not consider the flexiblend their solutions are much better than those of the haurist
grid elastic optical networks (EONs) [10-14]. EONs lever- The rest of the paper is organized as follows. Section II
age bandwidth-variable transponders (BV-Ts) and bandwidiprovides a brief survey on the related work. We describe
variable wavelength-selective switches (BV-WSS’) to imal the network model in Section lll. The algorithm designs
OTNs with fine spectrum allocation granularitieslat GHz for the single-hop and multi-hop scenarios are discussed in
or even narrower. Meanwhile, with sliceable BV-Ts [15-17Kections IV and V, respectively. We present simulationltesu
one can utilize the split-spectrum scheme [18-20] to changeSection VI. Finally, Section VII summarizes the paper.
the data-rates of a T-Box at will. To this end, we expect timat a
EON-based OTN would be much more friendly toward FlexE.
In [21], we studied how much exactly FlexE and EON
can benefit each other mutually, and considered the thredethernet is a successful technology that has proven its
FlexE-over-OTN architectures€., the FlexE-unaware, FlexE- efficiency in interconnecting network elements and cagyin
partially-aware, and FlexE-aware ones) to confirm the benefiP traffic in access and metro networks. However, when it
of FlexE-over-EON over FlexE-over-WDM. Nevertheless, theomes to covering relatively large geographical areasragt
problem of cross-layer network planning for FlexE-overNED needs the assistance from OTN to overcome physical-layer
has not been fully explored in [21]. This is because we used @mpairments [27]. Hence, Ethernet-over-OTN has become a
impractical assumption that all the traffic flows from MAC incommon practice in metro and core networks. Nevertheless,
terfaces are routed over end-to-end lightpaths in the E@MN, draditional Ethernet interfaces were not developed on @aco
only formulated mixed integer linear programming (MILPYf the standard data-rates in OTN. The introduction of FlexE
models that will be intractable for large-scale problemsteN resolves this mismatch [6], and thus FlexE-over-OTN can
that, the cross-layer planning problems for FlexE-overiMW&D deliver improved efficiency and flexibility. On the other lolan
and FlexE-over-EONs are not fundamentally different frono accommodate the dynamic traffic from Ethernet, OTN
the mathematical perspective. The study in [21] has alreaslyould be able to allocate bandwidth in a sub-wavelength
shown that by restricting the values of certain variables granularity and not be restricted by the fixed wavelength
different ranges, a same MILP model can address both Flexgids [28], which can be realized with EONs. Therefore, Flex
over-WDMs and FlexE-over-EONs. However, in a FlexE-oveend EON can benefit each other mutually, and we expect
EON, the BV-Ts can take much more line-rates than those irtfeat the deployment of FlexE-over-EONs in future Internet
FlexE-over-WDM. Hence, the solution space of the crossflaywill help operators realize effective traffic grooming and
planning in a FlexE-over-EON is much larger, which makescheduling optimization, and thus both the capital expeneli
the problem harder to be solved with good performance. (CAPEX) and the operating expense (OPEX) can be greatly
In this paper, we tackle the problem of cross-layer networkduced [9, 21]. Last but not least, the bandwidth allocatio
planning for FlexE-over-EONSs, and focus our problem-sajvi mechanism of FlexE makes it easier to slice virtual networks
on the most challenging settingge., the FlexE-over-EONs in a FlexE-over-EON [6], while virtual network slicing is an
based on the FlexE-aware architecture. We first consideiingportant technique to improve the resource utilizatioml an
simple “single-hop” scenario, where all the traffic flowsrfro cost-effectiveness in today’s core and metro networks32p—
MAC interfaces are still assumed to be routed over end-tb-en FlexE-over-EON is essentially one type of packet-over-
lightpaths in the EON. We prove that the cross-layer plapniieEONs. As a packet-over-EON consists of both packet and
for this single-hop scenario can be transformed into thescleoptical layers, the network planning and service provisign
constrained bin packing problem (CCBP) [22], and leverage it need to consider the multilayer scenario. Specificalty
the primal-dual interior-point (PDIP) method [23] to desig operator needs to address at least two taisks,the virtual
polynomial-time approximation algorithm for solving it. topology design and traffic grooming. The virtual topology
Next, we expand our study to consider a more realistiesign is for the operator to establish lightpaths in thécapt
multi-hop scenario, where each traffic flow from MAC indayer to layout the virtual links for supporting the traffic
terfaces can be routed over multiple lightpaths in the EOMatrix of the packet layer, and it needs to solve the famous
[24, 25]. We first formulate an integer linear programmingouting and spectrum assignment (RSA) problem [32-37]. The
(ILP) model to tackle the virtual topology design in ittraffic grooming is to groom and route packet flows over
and then propose a polynomial-time approximation algoriththe virtual links (.e., the lightpaths) [38, 39]. Previously,
by modifying the well-known branch-and-bond method [26Fonsidering different network environment and optimiaati
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objective, the studies in [38-42] have formulated various feuerca L e 2TSGs

ILP/MILP models and designed numerous heuristic algorghm &
to address the network planning and service provisioning
in packet-over-EONs. However, none of these studies haye™
considered FlexE-over-EONSs, and because they did not take
the special features of FlexE into account, their appraacha ’
hardly be leveraged to solve the cross-layer network pfranni
for FlexE-over-EONSs, especially for the traffic groomingtpa
For the problem of traffic grooming in packet-over-EONS,
the most well-known approach is based on the auxiliary ggaph —
(AGs) [43-46]. Zhanget al. [43] proposed a three-layer
AG model to address the mixed-electrical-optical groomirfgd- 2 Example on FlexE-over-EON in the FlexE-aware aedtifre.
in packet-over-EONs under a dynamic traffic scenario. Also
considering dynamic service provisioning, the study in][44
addressed the mixed channel traffic grooming in a shal”é‘d
backup path protected packet-over-EON and designed an AGSimilar to the FlexE-over-WDMs discussed in [9], FlexE-
based heuristic to solve the problem. The authors of [46}er-EONs can also be realized based on the FlexE-unaware,
formulated an ILP model to fully explore the adaptivity ofFlexE-partially-aware, and FlexE-aware architecturesthle
packet-over-EONs for multilayer restoration, and theyoald=lexE-unaware architecture, the connections between PHYs
proposed an AG-based heuristic to reduce the time complexdnd BV-Ts are preset and the BV-Ts have to use a fixed data-
of network planning. In [46], energy-efficient traffic groorg rate, while in the FlexE-partially-aware architecture BV-Ts
has been tackled in consideration of different kinds of B\¢an adjust their data-rates according to the usage of the CS’
Ts and traffic scenarios. Nevertheless, all these studéesati in PHYs. Note that, in these two architectures, only theaout
address FlexE-over-EONSs either, and they relied on ILPMRIILcards possess FlexE shims, and this limits their flexibilig
models and heuristics to solve the problem of traffic grogminthe other hand, the T-Boxes in the FlexE-aware architeeiige
which either will become intractable for large-scale peshs equipped with FlexE shims, which can recognize the data from
or cannot provide approximation solutions whose gaps to teach MAC interface in the PHYs, and thus flow-level routing
optimal ones are bounded. can be realized through the T-Boxes [7, 9]. In other words, th
The architectural advantages of FlexE-over-OTNs have befelexE-aware architecture places FlexE shims not only bestwe
analyzed in [47, 48]. However, they only performed concaptuthe MAC interfaces and PHY's but also between the PHYs and
analysis but did not address the actual problem of cross-layl-Boxes. Hence, instead of directly mapping PHYs to the BV-
network planning. The cross-layer planning of FlexE-ovefrs in each T-Box, the architecture can sort out the data ih eac
OTNs was first considered in [49], but the authors relied en tiPHY and map it to the BV-Ts accordingly. Our analysis in
assumption that T-Boxes do not have FlexE-awaremnesshe [21] has already verified that the FlexE-aware architecisire
FlexE-partially-aware and FlexE-aware architecturesewaat the most flexible and promising one for realizing FlexE-ever
addressed. The study in [50] was the first one that compreh&®Ns. Therefore, this work only considers the FlexE-aware
sively accounted the FlexE-unaware, FlexE-partiallyt@ya architecture for the cross-layer planning of FlexE-overNs.
and FlexE-aware architectures and investigated the ¢agss-  Fig. 2 shows an example on the FlexE-over-EON in the
planning in them. Later on, the authors extended their work FlexE-aware architecture. Note that, the overall archires
[9], where they formulated ILP models and designed greedyf FlexE-over-EONs and FlexE-over-WDMs are very similar,
based heuristics to solve the cross-layer planning. Negertexcept for that FlexE-over-EONs are equipped with BV-Ts.
less, since the heuristics are not approximation algosthnHence, Fig. 2 is adapted from the FlexE-over-WDM in the
they cannot get the solutions whose performance gaps to FlexE-aware architecture in [9]. There are three nodes (
optimal ones are bounded. Moreover, the studies in [9, 50] diodesA-C) in the FlexE-over-EON, and the colored boxes in
not consider FlexE-over-EONSs. In [21], we formulated MILRhe router card of each node represent the flows from/to the
models to optimize the cross-layer planning in FlexE-oveMAC interfaces of its FlexE clients. For the FlexE-over-EON
EONs and utilized their results to demonstrate the benefitee cross-layer planning assigns flows from MAC clients to
of FlexE-over-EONs over FlexE-over-WDMs. However, thene or more T-Boxes through the PHYs connected to them,
problem-solving did not use realistic assumptions or atersi and then the flows will be transmitted with the CS’ in these
the designs of approximation algorithms. Therefore, tdst PHYs, which is realized by leveraging the bonding, subarati
of our knowledge, this is the first study that tackles the srosand channelization mechanisms of FlexE [7]. Next, because
layer planning in FlexE-over-EONs with in-depth theoratic each T-Box can identify the flows in the PHYs connected to
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analysis and approximation algorithm designs. it, the cross-layer planning also lets it serve flows with its
BV-Ts according to the flows’ destinations.
IIl. PROBLEM DESCRIPTION For instance, if we assume that the total capacity of a T-Box

In this section, we first explain the operation principle ofs 400 Gbps and the capacity of each BV-T in a T-Box can
FlexE-over-EONSs in the FlexE-aware architecture, and thée adjusted with a granularity df2.5 Gpbs, the flows from
describe the network model for cross-layer planning. Node A to NodesB and C can be planned as illustrated in



Fig. 2. Specifically, the cross-layer planning is conduasd are introduced to move the client flows between the EON
follows. We first map the top four flows iNodeA to the PHYs and FlexE layers, but they are not for bypassing the spectrum
that connects to its first T-Box. Among the four flows, the firstontinuity constraint on lightpaths. Hence, whether thayse
three are all ford- B and their total capacity 265 Gbps. This wavelength conversions or not is irrelevant to our problem
means that they can be sent out through the first BV-T wilolving. Actually, the key problem in the multi-hop sceiari
the rate o275 Gbps (.e., corresponding t@2 frequency slots is the virtual topology desigri,e., how to plan the lightpaths
(FS") in the EON, if an FS is assumed to provide a capacity td carry all the client flows with multi-hop routing. This is
12.5 Gbps). Then, the remaining capacity in the first T-box isecause after getting the virtual topology, we transfore th
125 Gbps, which can only accommodate the fourth flow.( network planning into that in the single-hop scenario.
A-C at 60 Gbps). This is the reason why we only allocate For both scenarios, the cross-layer planning tries to mini-
the top four flows to the first T-Box ilNode A. The second mize the number of T-Boxes used to carry the client flows.
BV-T in the first T-Box uses a capacity 62.5 Gbps to send Since previous studies have already addressed the RSA in
the fourth flow toNode C, while the last flow is transmitted EONSs intensively, we would not explicitly solve it in our g%
through the first BV-T in the second T-Box. layer planning. Specifically, after the lightpaths have rbee
planned, their RSA schemes can be obtained by leveraging an
existing algorithm €.g, the fragmentation-aware approaches
B. Network Model in [12, 34, 51]). Note that, the problem considered in this
With the aforementioned example, we can see that regardimgrk is for static network planning, which means that it
the cross-layer network planning for FlexE-over-EON in threeds to be solved before a network operator actually builds
FlexE-aware architecture, two mappings need to be solvgd, FlexE-over-EON. Therefore, similar to other studies on
i.e., flows from the MAC interfaces of FlexE clients to FlexBEON planning €.g, in [32]), we assume that the optical
PHYs, and FlexE PHYs to T-Boxes. The two mappings agpectra in the EON will always be sufficient to support all the
correlated with each other, and they are both restrictechby fightpaths, and all the client flows will be served. To ensure
working principle of FlexE-over-EONSs. Therefore, the @os this assumption is practical, we can analyze the capacity of
layer planning is a complex problem to solve. fiber links in the EON and limit the maximum number of T-
As shown in Fig. 2, each node in a FlexE-over-EON consisBoxes per node accordingly. This makes our network model
of router cards (on the FlexE side) and T-Boxes (on the EQddnsider the fiber capacity constraints implicitly. In outure
side). We assume that each node equips with a fixed numbrk, we will address the cases in which request blocking wil
of router cards, and each router card can send data throwglbur due to insufficient fiber capacity.
P PHYs and use them to connect 16 T-Boxes. Note that,
due to the restrictions from hardware complexity and cost, a IV. SINGLE-HOP SCENARIO

T-Box usually only possesses a small number of BV-Ts [46], |, yhis section, we design algorithms to solve the crosstlay

each of which can only set up one lightpath to a destinationork planning in the single-hop scenario. We first forate!
However, the flows to a router card can choose arbitrary N0dgs 1| p model [21] to describe the optimization, leverageit

in the network as destinations. Hence, if we want to enswee Wansform the cross-layer planning to the class consiréi

the flexibility of FlexE-over-EONS, it is reasonable to apEU packing problem (CCBP) [22], and then propose a polynomial-
that the flows to one router card will be_ served by multiplg,o approximation algorithm for it. We also design a greedy
T-Boxes,i.e, the capacity of a router card is larger than that Gf,eq heuristic, which can be used as the benchmark for the

a T-Box, and this is also the case in practical implemematio o trmance comparisons related to large-scale problems.
[7, 9]. Each router card needs to serve a few client flows from

its MAC interfaces, while the client flows can have different

bandwidth requirements and destination nodes. Each T-80x MILP Model

consists ofB BV-Ts. We assume that the BV-Ts in each T-Box The following MILP model describe the cross-layer plan-

are sliceable BV-Ts [15, 17], which means that the capacifjng for a FlexE-over-EON in the FlexE-aware architecture.

of a BV-T can be adjusted with a granularity ®2.5 Gbps  Notations:

and the total capacity of all the BV-Ts in a T-Box is fixed.  « G(V, E): the FlexE-over-EON's physical topology, where
Regarding the network planning in the EON, we consid- V andFE are the sets of nodes and fiber links, respectively.

er two scenariosj.e., the single-hop and multi-hop ones. « R:the set of client flows, where; is thei-th client flow,

The single-hop scenario assumes that the client flows are which has a bandwidth demand ef in Gbps and the

transmitted all-optically end-to-end in the EON. In other  source-destination pair as-d;.

words, if a client flow is mapped to a BV-T in one T-Box, « P:the number of PHYs that each router card can use.

the lightpath from the BV-T will be ended at the flow's « T:the number of T-Boxes that each router card can use.

destination node without any optical-to-electrical-fatioal o B: the number of BV-Ts in each T-Box.

(O/E/O) conversions in between. The single-hop scenago-ov « K,: the set of router cards in node wherek € K,

simplifies the network planning, and thus we also consider th  refers to such a router card.

multi-hop scenario in which each client flow can be routed « B,: the set of BV-Ts in node, whereb € B, refers to

over multiple lightpaths with O/E/O conversions and de-/re  such a BV-T (e, its T-Box and router card are denoted

grooming in intermediate nodes. Here, the O/E/O convession ast,; andk,,, respectively).



o B,.: the set of BV-Ts in T-Boxt of nodev. Eq. (7) ensures that when a BV4Tin nodew is used, the
o T, i the set of T-Boxes that the router catdn nodev corresponding T-Box is also marked as used.
can use, where € T, ;, refers to such a T-Box.

« C,: the capacity of a PHY in Gbpg’{, = 100 Gbps). kGZK Bok < av, VeV, (8)
« C,: the capacity granularity of a BV-T({, = 12.5 Gbps). '
Variables: D> Bui<by, V0EV, 9)
« ;5 the boolean variable that equals 1 if client floye hEfu et

R is transmitted via BV-Tv in nodes;, and 0 otherwise. Z Bop < cu, YveEV. (10)
o By k. the boolean variable that equals 1 if router card beBy

in nodew is used, and O otherwise. Egs. (8)-(10) ensure that the values a@f, b,, and ¢, are

* By the boolean variable that equals 1 if BWin node correctly set, respectively.

v is used, and O otherwise. _ _
« Bu.: the boolean variable that equals 1 if T-Bbin node Lemma 1. The cross-layer network planning modeled with
v is used. and O otherwise. the MILP above can be transformed into a general case of

« pos: the nonnegative variable that indicates the usé&dCBP: and thus it is at\"P-hard problem.

capacity of BV-Tb in nodew (i.e, in terms ofC). Proof: First of all, we can easily verify that in the single-
« a,: the nonnegative integer variable that indicates thgyp scenario, minimizing the total number of used T-Boxes
number of used router cards in node is equivalent to minimizing the number of T-Boxes used in
« b,: the nonnegative integer variable that indicates th§ch node. Therefore, we decompose the optimization in the
number of used T-Boxes in node MILP into |V | independent subproblems. For the subproblem
« ¢,: the nonnegative integer variable that indicates thghout nodes € V, we treat all the client flows that originate
number of used BV-Ts in node. from nodev as items, each of which has a sizewf(i.e., the
Objective: bandwidth demand) and a color clags(i.e., the destination

The optimization objective is to minimize the total numbenode). Each T-Box in node is treated as a bin whose size

of T-Boxes used in the cross-layer network planning. capacity isCPT'P, and it can accommodate items with (i.e.,
the number of BV-Ts in each T-Box) color classes at most.
Minimize 3 _ bo. (1) Then, we transform the subproblem into a general case of
vev CCBP [22]. Hence, the cross-layer network planning can be
Constraints: transformed into a general case of CCBP. As CCBP is an
NP-hard problem, we also prove it8"P-hardness. ]
> aip=1, Vr€R (2)
beBs;

B. Approximation Algorithm Design

Since the cross-layer planning for FlexE-over-EON4/B-
hard, we will not try to design exact algorithms for it but
Qib+ ajp < Bup, YU EV, b€ By, 3) decide to propose a polynomial-time approximation aldponit
{i,j:7i,7; ER, si =5 =v, di #d;}. The main idea of the approximation algorithm is to classify
flows into different types based on their bandwidth demands
and process the flows in the same type similarly, and thus
the time complexity can be significantly reduced compared to

Z ip-wi <puy-Cy YveV, beB, (4 Solvingthe MILP directly. Meanwhile, as the problem can be
{izr,€R, s;=v} transformed into CCBP, we can leverage the primary-dual in-

Eq. (4) ensures that the total bandwidth of all the client ﬁovx;enor. point (PD.IP) method [23] to develop the approximatio
. ! .. algorithm.Algorithm 1 shows the overall procedure. Here, we

assigned to each BV-# does not exceed the BV-T’s capacny,heed to obtain the capacity of each T-Box as an inpet

wherew; is the bandwidth demand of theth client flow. pacity pet,

Eq. (2) ensures that each flow is transmitted via one and
only one BV-T in its source node;.

Eqg. (3) ensures that a BV-¥ in nodewv can only carry the
client flows whose destination nodes are the same.

C,-P
: Cnax = —2—. 11
S Y anwme @l T ()
bEBy ¢ {iriER, s;=0v} ®)  The for-loop checks each node € V' and minimizes the
YoeV, k€ Ky, t €T,y number of used T-Boxes in it in each iterationines 1-8).

v\,-|ere,Line52—3 are for the initialization, and we define the size

Eqg. (5) ensures that the total bandwidth of all the client #o . . . .
assigned to each T-Baxdoes not exceed the T-Box’s capacitypf each flow as its normalized bandwidth demanithen,Line

4 usesAlgorithm?2 to classify flows inR,, into small, medium,
Bub < Bok,,, YvEV, b€ By. (6) and largest ones according to the flows’ sizes and the preset

. . tolerances. Next, we construct a linear programming (LP) to
Eq. (6) ensures that when a BVHin nodew is used, the
corresponding router card is also marked as used. INote that, the normalization itine 3 is just for the convenience of
choosing the value of and classifying the flows accordingly, but it is not
Bob < But,,, YvEV, bE B, (7) mandatoryj.e., Algorithm 1 can operate without it.



serve the medium flows and utilizélgorithm 3 to solve it

with the PDIP methodLl{ne 5). Finally, we serve the small
and largest flows wittAlgorithm 4 and obtain the number of
used T-Boxes in node (Lines6-7). InLine 9, after checking
all the nodes iri/, we return the total number of used T-Boxes.

Algorithm 2: Flow Classification
Input: Set of client flows from node (R,) with
normalized bandwidth$@;}, and tolerance.
Output: Sets of classified client flowg? and
(R, VE €L, %], YueV'}

1 denote destination set of flows iR, asV’
2 RS =0, {RLv =0, Vvue V'};
3 for each flowr; € R, do
Input: Physical topologyG(V, E), set of client flows 4 | define the color of-; as its destinatioa; € V';
R, capacity of a T-BoxCax, and tolerance. 5 if @; < e then
Output: Total number of used T-Boxes. 6 | markr; as a small flow and insert it ifR;;
7
8
9

=V\v;

Algorithm 1: Overall Procedure of PDIP-based Ap-
proximation Algorithm

else
obtain the color ofr; asu = d;;

1 for each nodev € V do
2 store all client flows originating fronz in setR,;

3 normalize bandwidth demands of flows ki), as
i = g,

4 useAlgorithm 2 to classify flows inR, as small,
medium, and largest ones based on their sizes;
5 build an LP to serve medium flows and use
Algorithm 3 to solve it;

serve small and largest flows witklgorithm 4;
calculate number of used T-Boxes to storebjn
end

return (> b,);

veV
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1) Flow Classification:To serve the flows originating from
each node € V, we first classify them into a few subsets and
label them as small, medium and largest ones witorithm2
[22]. Lines1-2 are for the initialization. Ihines3-11, we first
check each flow; € R,,, and define its color ag; (i.e., flows
to the same destination node have the same color). Them if th22
flow’s sizew; is not larger than the preset tolerarceve mark 23
it as a small flow and insert it in sét> (Line 6). Otherwise, 24
the flow is inserted in seR%X* according to its colorlfines 25

20
21

insert flowr; in RLv;

end

end

for each nodex € V' do

K=4;

sort flows in RL-* in descending order of sizes;
if |RL¥| > K then

partition RE-* into {Ry{', -+, R_ e} in
sorted order to satisfy Eq. (12), wheRd""
contains the flows with the largest sizes;
else

setR." = 0;

divide RE+* into {RL3,-
order to satisfy Eq. (12)
end

mark eachr; € R ' as a largest flow, and label
the remaining flows inkRL-" as medium ones;
end

for each nodex € V' do

for eachk € [2, K] do

set sizes of all flows |rR 7 as max (w;);

Rl} in sorted

8-9). Next, the for—Ioop that covetsnes12-22 further divides rieR

REvinto K = L subsets. Specifically, if there are at least 26 end
K flows in RE, we divide it into subset§R. Yy, -+ Ry 27 end 5
(Line 16), where the size of each subset satisfies 28 return (Ry and{R,', Vk € [1, %], Yu e V'});
IR = |RE 2[RI =
12)
<> |RLE| = {|Rf’“| -sQJ . Before formulating the LP to serve all the flows ®}/, we

need to clarify the definitions of “flow type” and “allocation

Otherwise, we seR "1 as an empty set, and divide’-* into mode” since they are the key concepts for understanding it.

K —1 subsets Whos/e sizes also Sat'quy Eq. (L)ds18-19). Definition 1. Since all the flows |rRL ' have the same size
Here, for eachy € V', the rowst have the largest sizes, ‘after Algorithm 2, we denote thelr 5|ze as! . Hence, we
and thus we mark them as Iargest ones, while the remaini gf the t ¢ h f R the tupl
flows in {Rv SURER '« + are labeled as medium ondsir(e inethe type of each flown ; @s the tuple(w; ;, u).
21). Finally, we set the size of each medium flow as the Iargé/gf’ denote the set of flow typesﬁﬁ
size in its subset witlLines 23-27. Definition 2. Anallocation modem is a possible assignment
2) Serving Medium FlowsNext, we try to serve all the of certain flows inR» to a T-Box, which includegFr| + 1
medium flows at first, which can be done by formulating aomponents. In the firgtF’;| components, thg-th one rep-
linear program (LP) and solving it with the PDIP method [23}esents the number of typeflows (j € [1,|Fr|]) that are
For each node € V, we denote its set of medium flows as allocated to the T-Box. As each T-Box consists'oBV-Ts,
X the flows allocated to the T-Box cannot have more tfan
_ U <U ij) . colors. Hence, the last componentaf represents the set of
ueV’ \k=2

13
(13) the colors of the flows that are assigned to the T-Box, and we



denote the component d3est(m). Algorithm 3: Solving the LP to Serve Medium Flows

SinceR) is known, we can obtain all the feasible allocation 1 transform the LP into the standard form [52], whose
modes to assign certain medium flows in it to a T-Box and total number of variables is denoted &5
store them in sefM, based on which the LP is formulated as > get the dual problem of the LP;

Notations: 3 obtain the Karush-Kuhn-Tucker (KKT) condition [53]
for the primal-dual problem;

o M: the set of allocation modes, where eache M , ; . ,
represents a feasible allocation mode to assign certain® def!ne a du"’_‘“ty measureli to check the gap to the
optimal solution;

medium flows to a T-Box.

« Fr: the set of flow types. 5 while u > & do o .
« k;n: the number of type-flows (j € [1, [Fr|]), which 6 solve the nonlinear optimization constructed with
ajrénéssigned in allocation mode & M. ' the Jacobian matrix of the KKT condition for the

« k;: the total number of typg-flows in RM. primary-dual problem;
7 use the obtained solutioN to updatey;
Variables: 8 end
« 7m: the nonnegative integer variable that indicates the © convertX to the solution of the LP{~;,.d, - };
number of T-Boxes that serve flows according to alloca-10 V., = [V, 1;
tion modem, in the final network planning foR. 11 return ({vm, 6,, ¢ });
« ¢, ' the nonnegative real variable that indicates the
bandwidth reserved for small flows with colar in
a T-Box, which uses an allocation mode satisfying
Dest(m) = V, whereV is a subset o/’
T colors, andu is a color inV'.

3) Serving Small and Largest Flowszinally, we design

network planning for the medium ones. Here, for nede V,
Objective: the set of largest flows can be obtained as
The optimization objective of the LP is still to minimize the RE — U REw

A v,1

(20)
total number of used T-Boxes.

ueV/
Minimize Z . (14) In Lmes 1L-3, we allocate a new T—qu tp serve eac_h largest
¥ flow in R . Next, the for-loop covering.ines 4-11 tries to

that includes 5 qorithm 4 to serve the small and largest flows based on the

serve small flows with the remaining bandwidths in the T-
Constraints: Boxes that have been allocated to carry medium flows by

Algorithm 3. Finally, if there are still unserved small flows,
Z Ejm - vym > kj, Vj €[, ]|Fr|]. (15) we allocate new T-Boxes to serve thehings12-14).
meM 4) Complexity Analysis and Approximation Ratlbis easy
to verify that Algorithms2 and 4 are polynomial-time, and
the time complexity of the overall procedure Aigorithm 1
- is dominated by that of the PDIP method Algorithm 3.
3 (1 =S ~u?]-> > 6, Meanwhile, we know that the PDIP method can be accom-

j=1

Eq. (15) ensures that all the flows @ are served.

(16) plished in polynomial-time [23]. Thereforélgorithm1 is a

ey polynomial-time algorithm to solve the cross-layer plarmni

{m:Dest(m)=V}

{v:veVv, Vi=T}, for FlexE-over-EON in the single-hop scenario.
Algorithm 2 ensures that the number of flow types for the
Z S, v > Z w;, VueV'. (17) medium flows inRM is at mosqV’|-(£i2—1), and for any flow
{(Vvevr, |V|=T} {rsr; €RS dj=u} in Rf,f (k > 2), its new sizeﬁ;}j}k will not be greater than

the original size of any flow inR’}* . Hence, if we define

Egs. (16)-(17) ensure that the bandwidths reserved in all o optimal solution of flow seR asOPT(R), we have

T-Boxes are enough for serving the small flowsAf}, where My
the w; in Eq. (16) denotes the size of typemedium flows. OPT(R,") < OPT(R.). (21)
Next, the performance of the PDIP method Atgorithm 3
guarantees that its solutidny,,, m € M} satisfies [23]

> 4m <A +e)-OPT(RY) + (|Fr|+ V| + [V'T), (22)
memM

Ym >0, VmeM, (18)

5,9 >0, YueV, {V:VCV, |V|=T}. (19)

Egs. (18)-(19) ensure that the variables are nonnegative. Wheree is the preset tolerance artffr| +[V'| + [V'|") is a

As the LP above is formulated based on allocation mod&Qnstant. We then consider the largest flowsiin. Note that,
the number of variables in it takes a polynomial form. Henc€ Operation principle of the cross-layer planning ersure
the LP can be solved in polynomial-time with the PDIP Z w; < OPT(RM). (23)
method [23].Algorithm 3 shows the detailed procedure. rs € RM



Algorithm 4: Serving the Small and Largest Flows

Input: Set of largest flowskL, set of small flowsRk?,
and the solution oAlgorithm 3: {v,,,,0,, -}

Output: Number of additional T-Boxes.

1 for each largest flow; € RE do

2 | assignr; to a new T-Box (dedicated to it only);

3 end

4 for each used allocation mode based on{~,,} do

5 V = Dest(m);

6 calculate remaining bandwidth in the T-Box that
usesm asoy,;

7 | for each coloru € V do

8 calculate the remaining bandwidth for small
flows with coloru asoy, u;
9 assign unserved small flows with colarto

the current T-Box greedily in descending
order of their sizes unti,, ,, is used up;

10 end

11 end

12 for each coloru € V do

13 allocate new T-Boxes and assign unserved small
flows with coloru (if there are any) to them;

14 end

15 return (Number of additional T-Boxes);

Meanwhile, for each, € V’, we have
ROV <36% R\ RDY [ <3e- >

L L.,u
rie(RE\RE1)

(24)

Wi,

as long as we have < % Therefore, by adding up the two

sides of the inequality in Eq. (24), we have

|Ry| <3e- Y i < 3¢- OPT(RY).

r,€RM

(25)

Hence, based ohines 1-3 in Algorithm 4, we can conclude
that the number of the additional T-Boxes caused by the $arge

flows in RZ is upper-bounded bge - OPT(RM). Finally, we
consider the small flows i?. The LP solved byAlgorithm3

ensures that the bandwidth reserved for small flows withrcolo

u in a T-Box, which uses an allocation mode satisfying

upper-bounded by
@ = [L+¢e- (3T +4)]-OPT(R,) + (|Fr| + [V'| + [V'["), (28)

which leads to an approximation ratio of

w < w
OPT(R,) — OPT(RM)

/ nT
:[1+s.(3T+4)]+(|FT|+|V|+|V| )7

OPT(RM)
(29)

according to Eqg. (21). To this end, we verify thalgorithm
1 is a polynomial-time approximation algorithm.

C. Heuristic Algorithm for Single-Hop Scenario

For the performance comparisons in Section VI, we still
need a heuristic for the single-hop scenario. However, as th
cross-layer planning in FlexE-over-EONs has not been studi
in the literature, we cannot directly adopt an existing retiar
Therefore, we leverage the idea in [9] to design a greedg¢bas
heuristic, as shown ir\lgorithm 5. Specifically, the heuristic
serves all the client flows iR sequentially in the greedy
manner, using the outer for-loopifies 1-15). For each flow
rr € R, we first try to leverage a used T-Box in its source
sk to transmit it tod, (Lines3-11). If this fails, we allocate
a new T-Box ins; to server; (Line 12-14). We can easily
verify that Algorithm 5 is also a polynomial-time algorithm.
Nevertheless, it can only provide feasible solutions, laumnot
guarantee bounded performance gaps to the optimal satution

Algorithm 5: Heuristic for Single-Hop Scenario
Input : Physical topologyG(V, E), set of client flows
R, and capacity of a T-BoXx.-
Output: Total number of used T-Boxes.

for each flowr, € R do
flag = 0;
for each used T-Box in source nodes;, do
if flag =0 then
if T-Boxt has enough capacity to support
wy, and one of its BV-Ts goes th then
flag =1;
assignry, to t and update its capacity;
break;
end

g A W N P

© 00 N O

Dest(m) =V andu € V, is at leas®, ;. This suggests that
for eachm € M andu € Dest(m), there is at most one small
flow that has not been served aftene 11 of Algorithm 4.
Consequently, with the condition that the size of any small
flow will not be greater thare, we can conclude that the
additional bandwidths for these small flows are at most

10
11
12
13

14

T-e Y v < T-e-(14)-OPT(R)") < 2T-e-OPT(R,"), (26) 15
meM 6

=

end

end

if flag =0 then

allocate a new T-Box irs;, to server;, and
connect a BV-T in it tody;

end

end

return (Total number of used T-Boxes);

where ~, denotes the exact solution to the LP. Hence, the
number of additional T-Boxes for these small flows is at most

2T -¢- OPT(RY)

+ V| <3T-c-OPT(R)). (27)

V. MULTI-HOP SCENARIO

l-e¢ In this section, we consider the multi-hop scenario where
By summarizing the right sides of the inequalities in Eq®)(2 each client flow can be routed over multiple lightpaths with
(25) and (27), we obtain that the total number of T-Boxes 8/E/O conversions and de-/re-grooming in intermediateesod



We tackle the cross-layer planning for the multi-hop scienar Algorithm 6: MBB-based Virtual Topology Design
with a two-step approach. Specifically, we first solve theual Input: Set of noded/, set of client flowsR, preset
topology design to plan the smallest number of lightpaths fo number of iterationd, and tolerance.
carrying all the client flows with multi-hop routing, and the Output: Virtual topology design{xm,y',ﬁj}.
map the client flows in each node to T-Boxes wAligorithm 1.
Therefore, the focus of this section is the virtual topolaolgy . o
sign, which can be modeled with the common flow—pbased ILP 2 solve_the LP with PDIP m_ethod (snpplar procedure of
in Appendix A. We propose a polynomial-time approximation ~ Algorithm 3) to get a solution{z; ;, y,” };
algorithm to solve the ILP, and for performance evaluatjons 3 Mark variables{z; ;, Vi, j} as unprocessed and store
we also design a greedy-based heuristic for handling thé-mul ~ them in setX;
hop scenario with one algorithm. 4 forn=1toldo .

Note that, different from the single-hop scenario, the two- > | * = ngleﬂgg((%g% (@,7) = a;g_lg‘;‘}(%)?
step approach does not tackle the cross-layer planning withg mark z;- ;- as processed and remove it frakfy
only one optimization. This can make it lose certainoptityal . | 54d a new constraint to the LR - > 2] + 1,

1 relax the ILP of Egs. (31)-(39) to get an LP;

More precisely, because we divide the original problem into to get a new LPL;;
two optimizations, a lower bound cannot be computed in the g add a new constraint to the LR;. - < |2], to
procedure, and thus we cannot obtain the approximation rati get another new LR v

analytically. However, as we design the optimizations ia th 4 solve LPs.; and £, with PDIP method:

two steps to work coordinately and propose approximation,, | gelect LP with smaller objective from; and £Ls;
algorithms for the optimizations in both steps, the perfance | denote solution of the chosen LP &8; ;77 };
of the overall cross-layer planning can be maintained Wwed. 1 if all variables {[#; ;]} satisfy Eq.(32)7jtr’1elF1
will verify this with the simulations in Section VI. Wy

13 | Tij = QNZ'Z'J', y;] = gzk’j, Vi,j, k;
14 end
A. Approximation Algorithm for Virtual Topology 15 end

Previous studies have already verified that the virtualttopo 6 Zi.i = [Zis ], g’ = Ty”], Vi, . k;
ogy design in network planning is ak"P-hard problem [38, 17 for eachry € R dO, o ,
42]. Therefore, we also restore to design a polynomial-timet® | Tun the Dijkstra’s algorithm in the designed
approximation algorithm for it. Specifically, we design tge virtual tol??'ogy forr{g to finalize its routing path;
proximation algorithm by leveraging the well-known branch 10 | update{y;’} accordingly;
and-bound method [26], and fix the number of iterations to20 €nd .
get a modified branch-and-bound (MBB) approach. By doing2? retumn ({z; j, v’ });
so, the proposed algorithm can obtain a qualified solution in
polynomial-time. Note that, the MBB approach might not be

generalized to all ILP models, and it is applicable to théuwar algorithm. Based on the principle of the MBB-based approach

topology design due to the characteristics of our ILP mode}, o ., get the approximation ratio Afgorithm 6 as [26]
Algorithm 6 shows the procedure of the MBB-based ap-

proximation algorithm.Lines 1-3 are for the initialization. (1+e)+ {|V| (V] = 1)] 7 (30)
Specifically, we relax the ILP for virtual topology design to oPT

an LP, solve the LP with the PDIP method whose procedureifere OPT is the objective of the optimal solution. With
similar to that ofAlgorithm3, and obtain a solutiofw; ;, 5’}  the virtual topology designed iAlgorithm 6, we can use the

in real numbers. Then, the fOf-lOOp Covering Lines 4-15 Jseslajues Of{ylivj} to easny transform the mu|ti_hop scenario
iterations to Optimize the SO|uti0n Of the LP. In eaCh |tmt to the Sing'e_hop one. Then, the CrOSS_|ayer p|anning can be

we select ther; ; whose value is the maximum, mark it assolved with the algorithms developed in Section IV.
processed, and use its value to generate new constraints and

get two new LPsC; and £, (Lines5-8). Then, we solve the o ) ) _

new LPs, and utilize the one that provides the smaller object B- Heuristic Algorithm for Multi-Hop Scenario

to update the solution of the original LRifes9-14). After the Similar to the case for the single-hop scenario, we also

for-loop, Line 16 rounds up the real numbers{m; ;,y,”} to design a greedy-based heuristic for the multi-hop scenario

get an integer solution. However, since the solution oletinAlgorithm 7 shows its procedure. For each flaw ¢ R,

in Line 16 is just an approximation one, it might set the valuge first try to transmit it directly tai, with an end-to-end

of y,/ larger than the correct onieg., two routing paths might lightpath that originates from a used T-Box in its sourge

be assigned to a flow,. Hence, we recalculate the routing(Lines3-11). If this fails, we then try to calculate a multi-hop

path of each flow by applying the Dijkstra’s algorithm on th@ath with the used T-Boxes in the FlexE-over-EON to route

designed virtual topology (governed Hyt; ;}), and update the flow (Lines13-15). But if the path still cannot be found, we

{yy’} accordingly Lines17-20). allocate a new T-Box i, to transmitry, to d; with an end-to-
The time complexity ofAlgorithm 6 is still dominated by end lightpath i(ine 17). Algorithm 7 is also a polynomial-time

that of the PDIP method, and thus it is a polynomial-timalgorithm without any performance guarantee.
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Algorithm 7: Heuristic for Multi-Hop Scenario
Input: Set of noded/, set of client flowsR, and
capacity of a T-BoxCly,ax.
Output: Total number of used T-Boxes.

1 for each flowr, € R do
2 flag =0;
3 for gach used T-Boxk in source nodes;, do Fig. 4. Six-node topology.
4 if flag =0 then
5 if T-Boxt has enough capacity to support
wg and one of its BV-Ts goes th. then compare the performance of the ILP in Appendix A and
6 flag = 1; Algorithm 6 on virtual topology design. Because the ILP will
7 assignr, to t and update its capacity; become intractable for a relatively large topology, we only
8 break; simulate them with the six-node topology in Fig. 4. Then, we
9 end evaluate the combination of approximation algorithms.,(
10 end Algorithms 1 and 6) and the heuristiA[gorithm 7) to see
11 end their overall performance on the cross-layer planning & th
12 if flag =0 then multi-hop scenario, using the USB topology in Fig. 3.
13 find a routing path based on used T-Boxes in We select the bandwidth demands of client flows from
the FlexE-over-EON to serve;; {10, 40, 25- A} Gbps, where\ is the bit-rate update multiplier
14 if the path can be founthen of MAC interfaces [7, 9] and its value is normally withjn, 8].
15 server;, with the used T-Boxes on the To study the performance of cross-layer planning for differ
path and update their capacities; traffic distributions, the simulations consider three scars
16 else « Random Traffichandwidth demands are randomly select-
17 allocate a new T-Box irs;, to servery ed from{10, 40, 25- A\} Gbps, where we havg € [1, 8].
and connect a BV-T in it taly; « Light Traffic bandwidth demands are randomly selected
18 end from {10, 40,25 - A} Gbps, where we havg € [1,4].
19 end « Heavy Traffic bandwidth demands are randomly selected
20 end from {10, 40,25 - A} Gbps, where we havg € [5, 8].
21 return (Total number of used T-Boxes); The source-destination pair of each flow is randomly setecte

We assume that each T-Box includ8s= 2 BV-Ts, the ca-
pacity of a PHY isC, = 100 Gbps, the maximum capacity of

a T-Box isC.x = 400 Gbps, and the capacity granularity of
each BV-T isC, = 12.5 Gbps. In order to ensure the statistical
accuracy of simulation results, we run each simulation with
10 independent sets of client flows, and average the results to
obtain each data point. All the simulations are conducted on
a computer withl.6 GHz Inter Core i5-8250 CPU arttl GB
memory, and the simulation environment is MATLAB 2019a
with Gurobi optimization toolbox.

B. Single-Hop Scenario

For the single-hop scenario, we first generafd <
{100, 200, 300,400} client flows in the 24-node USB, and use
the MILP andAlgorithm 1 to solve the cross-layer planning.
VI. SIMULATION RESULTS Here, we set = 1 in Algorithm 1, and select the number of

: . : : T-Boxes in each nod€l() according to|R|. For instance, we
In this section, we perform simulations to evaluate the per- €1y g to|Fe|

formance of our algorithms for cross-layer network pla ninsetT = 6 for || = 400. Table | shows the simulation results
9 y PRABNIN ¢, the three traffic scenarios, where “Average T-Boxeséref

. ) to the average number of used T-Boxes per node. We can see

A. Simulation Setup that the numbers of used T-Boxes from the MILP are always

The simulations consider both the single-hop and multi-hgmaller than those fromAlgorithm 1, while the gaps between
scenarios. For the single-hop scenario, we compare thégesthe results from the MILP andlgorithm 1 always satisfy the
of the MILP model in Section IV-A to those oflgorithm approximation ratio in Eq. (29). In the meantime, the result
1. Since the client flows originating from different nodes cain Table | clearly indicate the advantage of our approxiorati
be handled independently in the single-hop scenario, we wdgorithm in terms of time complexity. FQiR| = 400 client
the 24-node US Backbone (USB) topology in Fig. 3 as tHews, the running time of the MILP in heavy traffic is more
physical topology. Regarding the multi-hop scenario, wst firthan7 hours, but that ofAlgorithm 1 is less thar0.4 second.

Fig. 3. US Backbone topology.
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TABLE |
PERFORMANCE OFMILP AND Algorithm 1 FOR SINGLE-HOP SCENARIO

Random Traffic Light Traffic Heavy Traffic
IR| MILP Algorithm 1 MILP Algorithm 1 MILP Algorithm 1
Average | Running | Average | Running | Average | Running | Average | Running | Average | Running | Average | Running
T-Boxes | Time (s) | T-Boxes | Time (s) | T-Boxes | Time (s) | T-Boxes | Time (s) | T-Boxes | Time (s) | T-Boxes | Time (s)
100 1.52 6.50 181 0.08 1.28 6.26 1.97 0.06 1.69 6.74 2.13 0.09
200 2.49 9.33 2,97 0.16 191 7.11 2,57 0.11 2.98 9.85 3.68 0.18
300 3.60 16.19 4.06 0.24 2.32 10.97 3.15 0.17 4.14 59.46 4.99 0.24
400 4.44 32.61 497 0.25 2.73 18.40 3.69 0.19 5.35 27685.35 5.90 0.36
30 : 15 " 40 .
WAl 5 WAl 5 Wl Alg. 5
» 25t A, 1 (e=1/3) " ElAlG. 1 (e=1/3) m EAlG. 1 (e=1/3)
@ [TAIg. 1 (e=1/4) 1) [TAIg. 1 (e=1/4) ® 30 | [AIg. 1 (e=1/4)
S 20 | EAIg. 1 (e=1/5) S 10| MEAG. 1 (=1/5) 37| mmAg 1 (e=1/5)
o0 o0 oQ
= = =
o 15 ° © 20
g g g
& 10 & 5[ &
> > > 10
4 < 3
5
0 0 0
500 1000 1500 2000 500 1000 1500 2000 500 1000 1500 2000
Number of Flows Number of Flows Number of Flows
(a) Random Traffic (b) Light Traffic (c) Heavy Traffic

Fig. 5. Large-scale simulation results Afgorithm 5 andAlgorithm 1 for single-hop scenario.

Then, we increase the number of client flows to considaiilling to spend more time on network planning, as long as the
|R| € {500, 1000, 1500,2000} and further evaluate the per-used algorithm is not intractable and can achieve a significa
formance ofAlgorithm 1. Note that, the MILP has alreadysaving on the capital expenditure (CAPEX).
become intractable for these cases. (it cannot provide the
solution within24 hours). Hence, we only simulafdgorithm

1 with £ from {3, 1, £} and Algorithm 5. We still selectT’

TABLE Il
RUNNING TIME OF ALGORITHMS FORSINGLE-HOP SCENARIO

based onR| (e.g, T' = 40 for |R| = 2000), and still consider Running Time (s)

the three traffic scenarios. Fig. 5 shows the results, which ' oI [—L:-.—21
indicate thatAlgorithm 1 with ¢ = 1 outperforms those with R| = 2000 | A9OTM L e T 230,67
e € {4, 1} in the random and heavy traffic scenarios, while Algorithm 5 0.01

in the light traffic scenario, the one with= % uses the least
T-Boxes. This suggests that fatgorithm 1, the selection of
should be empirical according to the actual traffic distiitou _ _
We observe that for all the simulation scenariaigyorithm C- Multi-Hop Scenario
1 (the approximation algorithm) outperformiigorithm 5 In the multi-hop scenario, the cross-layer planning needs t
(the heuristic) in terms of the average number of T-Boxemlve two problems, of which the first one is the virtual tepol
required in the cross-layer planning. This confirms that ooagy design of the underlying EON, and the second one is just
approximation algorithm plans FlexE-over-EONs more codfe network planning in the single-hop scenario. Therefoee
efficiently than a greedy-based heuristic. The running timackle the cross-layer planning with a two-step approaoh. F
of the two algorithms for the problems, whose scales atiee first problemi(e., the virtual topology design), we design
the largest in the simulationd.€., |R| = 2000), is listed both an ILP model and a polynomial-time approximation
in Table Il. We can see that the running time Aligorithm algorithm @lgorithm 6). Hence, the simulations first compare
1 decreases witlz. This is because with a smaller the the ILP andAlgorithm 6, and due to the time complexity of
iterations inAlgorithm 3 take longer time. Becaugdgorithm the ILP, they only consider the six-node topology in Fig. 4.
5 is just a greedy-based heuristic that does not use iterativhen, in order to evaluate the overall performance of our two
optimization, it runs much faster thakigorithm 1. Therefore, step approach in the multi-hop scenario, we run simulations
the approximation algorithm sacrifices running time for theith a large-scale topologyi.¢., the 24-node USB in Fig.
cost-efficiency of cross-layer planning. Note that, oulgleen  3) to compare the combination of approximation algorithms
is for static network planning, which should be solved in théAlgorithms1 and 6) and the heuristi@(gorithm 7).
offline manner before the FlexE-over-EON is actually built. In the simulations that compare the performance of the ILP
Hence, the running time of network planning algorithms wilhnd Algorithm 6, we generatéR| € {50, 100, 150, 200} client
not be a serious issue. In other words, the network operatoflows, and select the iteration number As= |V|- (|V]| — 1)
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TABLE IlI
PERFORMANCE OFILP AND Algorithm6 FORVIRTUAL TOPOLOGYDESIGN

Random Traffic Light Traffic Heavy Traffic
ILP Algorithm 6 ILP Algorithm 6 ILP Algorithm 6

Average | Running | Average | Running | Average | Running | Average | Running | Average | Running | Average | Running

VLs Time (s) VLs Time (s) VLs Time (s) VLs Time (s) VLs Time (s) VLs Time (s)
50 18.80 5.80 20.50 5.74 12.40 20.42 14.20 5.08 19.00 12.87 22.00 5.88
100 29.20 72.88 34.60 9.94 17.00 62.42 21.60 9.21 35.40 361.08 37.80 10.59
150 39.80 145.93 46.00 20.26 23.20 74.46 25.60 20.55 49.40 532.49 57.00 24.87
200 53.20 442.06 60.60 32.65 29.20 371.81 34.40 31.32 63.00 2165.31 | 70.60 35.98

|R|

30 T T 20 40

A 7 A 7 Al 7
I AIgs. 1 &6 (I=1) I AIgs. 1 &6 (I=1) 35 |EEAIGs. 186 (1=1)
25 [ AIgs. 1& 6 (1=[V[(|V|-1)/2) [AIgs. 1 &6 (I=|V]-(V|-1)/2) [AIgs. 1 &6 (I=|V[(|V[-1)/2)

I AIgs. 1.&6 (I=|V[(V|-1)) 15 (EEAIgs. 186 (1=V|-(VI-1)) 30 (EEAIgs. 1 &6 (1=VI(IVI-1))
172 13 (%]
20} 2 %
(=} [=} o]
Q Q Q
= = I
o 151 o 10F °
(o)) (o)) D
o o ©
$10f 2 2
< < <
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Number of Flows Number of Flows Number of Flows
(a) Random Traffic (b) Light Traffic (c) Heavy Traffic

Fig. 6. Large-scale simulation results Afgorithms1 & 6 (¢ = i) and Algorithm 7 for multi-hop scenario.

in Algorithm 6. The other parameters are the same as those irConsidering the fact that for these problemdgorithms
the simulations for the single-hop scenario. Table llisthates 1 and 6 do not provide significant different results with
the results for the three traffic scenarios, where “Averagg”™v I = 1 and I = |V|- (JV| — 1), we can conclude that
refers to the average number of planned lightpaities yirtual using a small value off is sufficient for the combination
links (VLs)) in the virtual topology. We observed that theof approximation algorithms to handle large-scale prolslem
numbers of planned lightpaths from the ILP are always small€he heuristic Algorithm 7) takes shorter running time, but as
than those fromAlgorithm 6, while the gaps between theshown in Fig. 6, its solutions are much less cost-efficieanth
results from the MILP andAlgorithm 1 always satisfy the those fromAlgorithms1 and 6. Once again, as our problem is
approximation ratio in Eq. (30). Meanwhile, Table IV alsdor static network planning, the operator will pay much more
verifies the advantage of our approximation algorithm oretimattention on the CAPEX of required equipment.

complexity. For|R| = 200 client flows, the running time of
the ILP in heavy traffic is more than half an hour, but that of
Algorithm 6 is only around5 seconds.

Next, we evaluate the performance of our two-step approach Running Time (s)
for the overall cross-layer planning in the multi-hop saéma
This time, we considefR| € {500, 1000, 1500, 2000} in the Algorithms1 &6 [ T=1 | 7= \‘j\ V=D
24-node USB. Note that, both the MILP and ILP have become |£| = 2000 59739 10573.30
intractable in these cases, and thus we only simulate the com Algorithm 7 026
bination of approximation algorithmg#lgorithmsl and 6) and
the heuristic Algorithm 7). For the approximation algorithms,
we sete = L, and 7 e {1,% . (jv| - 1),|v|- (V] - D)}.
The simulations still consider the three traffic scenarkag.

6 shows the simulation results, which indicate that when theln this paper, we studied the problem of cross-layer network
number of flows increases, the advantageAdforithms 1 planning for FlexE-over-EONs, and focused our problem-
and 6 overAlgorithm 7 becomes more and more obvioussolving on the FlexE-over-EONs based on the FlexE-aware
and for the combination of approximation algorithms, tharchitecture. We first considered the single-hop scenario i
gaps between the results obtained with different values which all the client flows are assumed to be routed over end-
I gradually decrease. The algorithms’ running time for th®-end lightpaths in the EON. We proved that the cross-layer
largest problemsi.e., |R| = 2000) is listed in Table IV. We planning for this scenario can be transformed into CCBP, and
observe thatlgorithms1 and 6 with/ = 1 take less than proposed a polynomial-time approximation algorithm toveol

12 minutes to accomplish the whole optimization, while if wét based on the PDIP method. Next, we expanded our study
increasel to |V - (|V|— 1), it will take around3 hours. to address a more realistic multi-hop scenario, where each

TABLE IV
RUNNING TIME OF ALGORITHMS FORMULTI-HOP SCENARIO

e=1

VIl. CONCLUSION
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client flow can be routed over multiple lightpaths in the EONEQ. (35) ensures that each flow is assigned to one and only
We formulated the virtual topology design in the scenarione lightpath that is ended at its destination.
as an ILP model, and then also designed a polynomial-time il L
approximation algorithm based on MBB. With the virtual , Yo = > wl VrER,

- - - i€[1,| V] eIV (36)
topology designed, we obtained the hop-by-hop lightpath (ole LIV 4 sl £ de}
routing of each client flow, and transformed the cross-layer ’ AVILET Sk h
planning to that of the single-hop scenario. To evaluate@dre EQg. (36) ensures that each flow is handled correctly at the
formance of our two-step method for the multi-hop scenarigtermediate nodes on its routing path.
we also proposed a heuristic algorithm. Extensive simumati il )
confirmed that regarding large-scale cross-layer planfing ie[l"vuy’“ s1 v € R L L VLA se L # di}e (7)
FlexE-over-EONSs, our approximation algorithms outparfor . .
the ILP/MILP models significantly in terms of running time Ed- (37) ensures that for each node in the topology, there is
their gaps to the optimal solutions are guaranteed, and th@§ most one lightpath from it, which carries the floy.
solutions are much better than those from the heuristic. Z gl <1, Ve € R, {11 € L[Vl % skl #di}. (38)

FEMLIVI]

Eq. (38) ensures that for each node in the topology, there is a
most one lightpath to it, which carries the flow. Note that,

gs. (33)-(38) are the constraints to ensure flow conservati
&, they guarantee that for any flow, € R, the routing path
Hm its source to its destination is unique and loopless.

APPENDIXA
ILP MODEL FORVIRTUAL TOPOLOGYDESIGN

As the physical topology=(V, E) is definitely a connected
graph to ensure feasible cross-layer network planning, t
virtual topology design does not need to care too much abq
the physical links. Hence, we number the nodes/inwith

indices in[1, |V|], and refer to each node with its index. Z yy? wy < xij - Omax, Vrr €R, 0,5 €[1,|V]].  (39)
Notations: TLER
« V: the set of nodes in the physical topology, and eadfy. (39) ensures that the total bandwidth of the flows assdigne
node is referred to with its indexe [1, [V]. to each lightpath does not exceed its capacity.
o R: the set of client flows, where, is the k-th flow,
with a bandwidth demand af;, in Gbps and a source- ACKNOWLEDGMENTS

destination pair asy-dj.

o T: the number of T-Boxes in each node. This work was supported in part by the NSFC

. . . . . . projects 61871357, 61771445 and 61701472, ZTE Research
o obtained! with £q aati/))c’f a lghtpathe, e Ejjng PA-HQ-20190925001J-1, Zhejiang Lab Research Fund
' ' 2019LEOABO1, CAS Key Project (QYZDY-SSW-JSC003),

Variables: o _ o and SPR Program of CAS (XDC02070300).
» z; ;. the nonnegative integer variable that indicates the

number of directed lightpaths from noddo nodej.
« y,;”/: the boolean variable that equals 1 if flow uses a

directed lightpath from nodato nodej, and 0 otherwise. [1] “Cisco global cloud index: Forecast and methodology,1&@021."
gntp J [Online]. Available: https://www.cisco.com/c/en/udisiions/collateral/

Objective: service-provider/global-cloud-index-gci/white- pajgerl - 738085.html.
The optimization objective is to minimize the total number2] A. Gupta and R. Jha, A survey of 5G network: Architectuaad

; ; ; emerging technologies|EEE Accessvol. 3, pp. 1206-1232, Aug. 2015.
of |IghtpathS plannEd in the virtual toDOIOgy' [3] P. Lu et al, “Highly-efficient data migration and backup for Big Data
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