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Abstract—It is known that the design of the control plane (CP)
is vital in the network planning for software-defined networking
(SDN), while to improve throughput and enlarge geographical
coverage, optical networks are commonly used as the physical in-
frastructure of SDN. However, physical-layer attacks can disrupt
the operation of an optical network and thus complicate the CP
design. In this work, we consider planned physical-layer attacks
when designing the CP of an SDN that uses an optical network
as its physical infrastructure. We first show that the CP design
problem should be modeled as a bilevel optimization, where the
network planner designs the CP with the minimum vulnerability
to physical-layer attacks (i.e., the upper-level optimization), while
the attacker plans and launches attacks to disrupt the designed
CP (i.e., the lower-level optimization). Then, the bilevel mode is
transformed into a mixed integer linear programming (MILP)
model, which can solve the CP design problem exactly. We also
propose a heuristic to tackle the problem time-efficiently.
Index Terms—Software-defined networking (SDN), Control

plane design, Physical-layer attacks, Bilevel optimization.

I. INTRODUCTION
Over the past decade, fast-developing network services cre-

ated many new demands on network control and management
(NC&M) [1]. Fortunately, software-defined networking (SDN)
has demonstrated its great potential in reforming the NC&M of
various networks. However, the separation of control and data
planes (CP and DP) in SDN complicates network planning,
and thus makes it more challenging. This is because in addition
to the DP, a network planner also needs to design the CP under
stringent quality-of-service (QoS) constraints [2]. Specifically,
the problem of CP design usually involves: 1) where to place
the controller(s), 2) how to assign the switches in DP to the
controller(s), and 3) how to route the control channels in DP to
bridge the communications between switches and controller(s).
Previously, by considering control channel latency, CP avail-
ability, and load-balancing in optimization objectives, people
have tackled the whole (or partial) problem of CP design in
[2–6]. Nevertheless, none of these studies have accounted the
planned attacks to the physical infrastructure of SDN.
When it comes to support ultra-high throughput and/or cover

a relatively large geographical area, an optical network would
be the only feasible physical infrastructure of SDN [7, 8].
However, it is known that optical networks are vulnerable to
various physical-layer attacks [9, 10], which can be leveraged
to disrupt the operation of DP and CP in an SDN. Moreover,
recent advances in flexible-grid elastic optical networks [11–
13] suggest that future optical networks could use much

narrower guard-bands, i.e., certain physical-layer attacks (e.g.,
those based on inter-channel crosstalk) can be launched more
easily [14]. Note that, such attacks would be more devastating
to an SDN if they disturb the CP [3]. More importantly, a
malicious party can plan its attacks intelligently to boost their
efficiency and aggravate their impacts. Hence, the existing CP
design schemes that try to address random failures cannot
guarantee sufficient robustness to the planned attacks.
After an attack, even though the CP can be re-established

with backup components [15, 16], service disruptions cannot
be avoided. Hence, it is desired to address the attacks in the
phase of network planning, i.e., solving the problem of CP
design in consideration of planned physical-layer attacks such
that the resulting disruptions can be minimized. In [17], Zhu et
al. developed a game theoretic approach to address this prob-
lem. Nevertheless, they used some impractical assumptions,
such as the physical-layer attacks can only be fiber cuts, and
the attacker only has very limited strategies to disturb the CP.
Note that, the CP design taking planned physical-layer

attacks into account can be better modeled with bilevel op-
timization [18]. More specifically, the network planner’s task
is the upper-level optimization, which is to design a CP that
can minimize the disruption when a planned attack happens,
while the attacker’s task is the lower-level optimization, which
is to plan and launch attacks to disturb the designed CP. In
this work, we formulate this bilevel optimization, and propose
two approaches to solve it. We first leverage the Karush-
Kuhn-Tucker (KKT) condition [19] to transform the bilevel
optimization into a normal mixed integer linear programming
(MILP) model, which gives exact solutions to the original CP
design problem. Then, to improve time-efficiency, we propose
a tree-based heuristic. Simulation results indicate that with the
bilevel optimization, our proposals can effectively reduce the
disruptions on CP due to planned physical-layer attacks.
The rest of the paper is organized as follows. Section II

formulates the bilevel optimization for CP design. Our propos-
als to solve the bilevel optimization are presented in Section
III. Section IV discusses the simulations for performance
evaluation. Finally, we summarize the paper in Section V.

II. CP DESIGN CONSIDERING PHYSICAL-LAYER ATTACKS
A. Problem Description
We model the physical infrastructure of an SDN as a graph

G(V,E), which represents an optical network with V and



E as its sets of switch nodes and fiber links, respectively.
We assume that the CP and DP of the SDN share the same
physical infrastructure, which is the common case in metro or
backbone networks for cost reduction [2]. The DP can use all
the nodes and links in G(V,E). The network planner needs
to find a subgraph of G(V,E) to accomplish the CP design,
while taking planned physical-layer attacks into consideration.
Defintion 1: The Problem of CP Design is to find
• How to place a fixed number of controllers on the nodes.
• How to assign the switches in DP to the controllers.
• How to select a subset of fiber links (i.e., E′ ⊂ E) on
which control channels can be routed.

In this work, the control channels refer to those that bridge
the communications either between a controller and its switch-
es or between two controllers. We assume that each switch has
one bi-directional control channel to talk with its controller,
while there is also one bi-directional control channels between
each controller pair (if there are more than one controllers).
When the network planning has been done, the CP design will
be known by the attacker, which can then launch physical-
layer attacks from any node in V to disturb the operation of
CP. More specifically, the attacker leverages the CP design to
calculate the routing paths of all the control channels (i.e., by
applying the routing algorithm used by the CP to G′(V,E′)),
and then launches an attack hoping to cause the maximized
disruption to the operation of CP.
Note that, as the control latency is one of the most impor-

tant QoS parameters of CP [3], this work assumes that the
CP routes control channels with the shortest routing paths.
According to the studies in [9, 14], the impact of a physical-
layer attack to an optical network can be quantified with the
number of fiber links shared by the malicious and legitimated
lightpaths. This is because the more fiber links shared by the
two lightpaths, the larger signal degradation can be caused on
the legitimated one when the malicious one leverages common
physical-layer attacking scenarios (e.g., interference injection
and power jamming). Then, we can see that if the CP design
results in more control channels share a same link, the attacker
would have a better chance to launch a more effective attack.
Defintion 2: In a designed CP, the most vulnerable path is

the control channel that shares link(s) with most other control
channels. Hence, the Vulnerability of a CP Design (i.e.,
Vmax) is defined as one plus the number of control channels
that share links with the one with the most vulnerable path.
Fig. 1 shows an illustrative example on the CP design

considered in this work and how to calculate a CP design’s
vulnerability. It can be seen that in the designed CP, the most
vulnerable path is 3-4-5, which shares links with two other
control channels. Therefore, if the attacker plans its attack
with the path 3-4-5, it can impact the most control channels
(i.e., three). This explains the rationale behind our definition
of the vulnerability of a CP design. The example also clarifies
why the CP design taking planned physical-layer attacks into
account should be modeled with bilevel optimization.
Specifically, the problem involves two independent entities,

i.e., the network planner and the attacker. The network planner

Fig. 1. Example on CP design and its vulnerability.

performs the upper-level optimization to design a CP whose
vulnerability should be minimized to protect the SDN from
planned attacks, while the attack’s task is the lower-level
optimization to find the most vulnerable path in the designed
CP to maximize the impact of its attack. In other words,
different CP designs from the network planner make the
attacker select different paths for amplifying the effectiveness
of its attack, while the paths considered by the attacker would
in turn affect the network planner’s CP design.

B. Formulation of Bilevel Optimization

We model the problem of CP design as the following bilevel
optimization. The common parameters of both levels are
Common Parameters:
• G(V,E): the topology of the underlying optical network.
• L(u,v): the length of link (u, v) ∈ E.
• Nc: the number of controllers to be allocated in the SDN.
• C: a controller’s capacity in number of managed switches.
The Upper-level Optimization is for the network planner

to design the CP with minimized vulnerability.
Parameters:
• y

z,w

(u,v): the boolean indicator that equals 1 if link (u, v) ∈
E will be used for the control channel between nodes z
and w, and 0 otherwise.

Variables:
• x(u,v): the boolean variable that equals 1 if link (u, v) is
selected in the CP design, and 0 otherwise.

• cu: the boolean variable that equals 1 if a controller is
placed on node u ∈ V , and 0 otherwise.

• ku,v: the boolean variable that equals 1 if the switch at
node u is assigned to the controller placed at node v, and
0 otherwise.

• bu,v: the boolean variable that equals 1 if there is one
control channel that uses the shortest path for u→v, and
0 otherwise.

• ou,v: the boolean variable that equals 1 if both nodes u
and v have controller placements, and 0 otherwise.



• s
z,w,p,q

(u,v) : the boolean variable that equals 1 if the shortest
paths for z→w and p→q share (u, v), and 0 otherwise.

• Sz,w,p,q: the boolean variable that equals 1 if the shortest
paths for z→w and p→q have shared link(s), and 0
otherwise.

• nu,v: the integer variable that indicates the number of
shortest paths sharing link(s) with the one for u→v.

• Vmax: the integer variable that indicates the vulnerability
of the CP design.

• du,v , tu,v , wu,v, and ru,v: the auxiliary boolean variables
introduced to linearize constraints.

Objective:
The objective of the upper-level optimization is to minimize

the vulnerability of the CP design. This optimization is related
to the lower-level one through {yz,w(u,v)}, which are parameters
here but get optimized in the lower-level optimization.

Minimize Vmax. (1)
Constraints:

x(u,v) = x(v,u), ∀(u, v) ∈ E. (2)
Eq. (2) ensures that the bidirectional links are selected to build
duplex control channels.∑

u∈V

cu = Nc. (3)

Eq. (3) ensures that enough controllers are placed in the CP.
ku,v ≤ cv , ∀u, v ∈ V, (4)∑
v∈V

ku,v = 1, ∀u ∈ V, (5)

∑
u∈V

ku,v ≤ C, ∀v ∈ V. (6)

Eqs. (4)-(6) determine the mapping between controllers and
switches. ⎧⎪⎨

⎪⎩

y
z,w

(u,v) + y
p,q

(u,v) − 1 ≤ s
z,w,p,q

(u,v) ,

y
z,w

(u,v) ≥ s
z,w,p,q

(u,v) ,

y
p,q

(u,v) ≥ s
z,w,p,q

(u,v) ,

∀(u, v) ∈ E, {z, w, p, q ∈ V : z �= w, p �= q},

(7)

s
z,w,p,q

(u,v) ≤ S
z,w,p,q ≤

∑
(u,v)∈E

s
z,w,p,q

(u,v) ,

∀(u, v) ∈ E, {z, w, p, q ∈ V : z �= w, p �= q},

(8)

n
z,w + 1 =

∑
{p,q∈V :p �=q}

S
z,w,p,q

, {z, w ∈ V : z �= w}, (9)

n
u,v + 1 ≤ Vmax, {u, v ∈ V : u �= v}. (10)

Eqs. (7)-(10) ensure that the vulnerability of the CP design
(i.e., Vmax) is calculated correctly.⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

bu,v = ku,v + kv,u + ou,v − du,v − tu,v − wu,v + ru,v,

ou,v ≤ cu, ou,v ≤ cv, ou,v ≥ cv + cu − 1,

du,v ≤ ku,v, du,v ≤ kv,u, du,v ≥ ku,v + kv,u − 1,

tu,v ≤ ku,v, tu,v ≤ ou,v, tu,v ≥ ku,v + ou,v − 1,

wu,v ≤ kv,u du,v ≤ ou,v, wu,v ≥ kv,u + ou,v − 1,

ru,v ≤ du,v ru,v ≤ ou,v, ru,v ≥ du,v + ou,v − 1,

{u, v ∈ V : u �= v}.

(11)

Eq. (11) determines the values of {bu,v} and {ou,v}.
The Lower-level Optimization is for the attacker to find

the most effective attacking path based on the designed CP.

Hence, the solution from the upper-level optimization is the
precondition, which means that the variables {x(u,v)} and
{bu,v} have become parameters.
Variables:
• y

z,w

(u,v): the boolean variable that equals 1 if link (u, v) ∈
E will be used for the control channel between nodes z
and w, and 0 otherwise.

Objective:
The objective of the lower-level optimization is to find the

shortest paths in the designed CP to launch attacks.
Minimize

∑
{z,w∈V :z �=w}

∑
(u,v)∈E

L(u,v) · y
z,w

(u,v). (12)

Constraints:
∑

(u,v)∈E

y
z,w

(u,v)−
∑

(v,u)∈E

y
z,w

(v,u) =

⎧⎪⎨
⎪⎩

bz,w, u = z,

− bz,w, u = w,

0, otherwise,
{z, w ∈ V : z �= w}.

(13)

Eq. (13) ensures the flow conservation conditions.
y
z,w

(u,v) ≤ bz,w, ∀(u, v) ∈ E, {z, w ∈ V : z �= w}. (14)
Eq. (14) ensures that yz,w(u,v) identifies a link used by control
channel(s).

y
z,w

(u,v) = y
w,z

(v,u), ∀(u, v) ∈ E, {z, w ∈ V : z �= w}. (15)
Eq. (15) ensures that the bi-directional control channels of a
switch-controller pair use the same path.

y
z,w

(u,v) ≤ x(u,v), ∀(u, v) ∈ E, {z, w ∈ V : z �= w}. (16)
Eq. (16) ensures that the shortest paths for control channels
can only use the links selected in the CP design.
It is worth noting that if the number of controllers to

be allocated is one, the control channels only involve those
between the controller and all the switches. Otherwise, the
CP design needs to set up control channels that support not
only the communications between controller-switch pairs but
also those between controller-controller pair(s).

III. ALGORITHM DESIGN
A. MILP based on KKT Condition
The bilevel optimization in Section II-B can be solved

by leveraging the Karush-Kuhn-Tucker (KKT) condition to
represent the lower-level optimization and transform it into a
standard MILP [19]. More specifically, since the lower-level
optimization is solved based on the solution from the upper-
level one, the decision variables of the lower-level optimization
will be unimodular when the decision variables of the upper-
level optimization have been determined. This enables us to
represent the lower-level optimization with the KKT condition
of its linear programming (LP) relaxation, which introduces
real KKT multipliers {γz,w

(u,v), ∀(u, v) ∈ E, {z, w ∈ V :

z �= w}, {λz,w

(u,v), ∀(u, v) ∈ E, {z, w ∈ V : z �= w}},
{νz,w(u,v), ∀(u, v) ∈ E, {z, w ∈ V : z �= w}}, and
{μz,w

u , ∀u ∈ V, {z, w ∈ V : z �= w}}. Then, we can obtain
the optimal solution of the lower-level optimization by solving
it with the constraints in Eqs. (13)-(16) and following ones.

y
z,w

(u,v) ≥ 0, ∀(u, v) ∈ E, {z, w ∈ V : z �= w} (17)
L(u,v) − μ

z,w
u + μ

z,w
v − γ

z,w

(u,v) + λ
z,w

(u,v) + ν
z,w

(u,v) = 0

∀(u, v) ∈ E, {z, w ∈ V : z �= w}
(18)



⎧⎪⎪⎪⎨
⎪⎪⎪⎩

γ
z,w

(u,v) · y
z,w

(u,v) = 0,

λ
z,w

(u,v) ·
(
y
z,w

(u,v) − x(u,v)

)
= 0,

ν
z,w

(u,v) ·
(
y
z,w

(u,v) − bz,w

)
= 0,

∀(u, v) ∈ E, {z, w ∈ V : z �= w}

(19)

γ
z,w

(u,v) ≥ 0, λz,w

(u,v) ≥ 0, νz,w

(u,v) ≥ 0,

∀(u, v) ∈ E, {z, w ∈ V : z �= w}.
(20)

Here, the nonlinear equations in Eq. (19) can be linearized by
introducing a large positive numberM to transform them into

ν
z,w

(u,v) ≤ M ·
[
1−

(
bz,w − y

z,w

(u,v)

)]
,

λ
z,w

(u,v) ≤ M ·
[
1−

(
x(u,v) − y

z,w

(u,v)

)]
,

γ
z,w

(u,v) ≤ M ·
(
1− y

z,w

(u,v)

)
,

∀(u, v) ∈ E, {z, w ∈ V : z �= w},

(21)

Finally, we obtain the following MILP model whose solu-
tion is also the optimal solution of the bilevel optimization.

Minimize Vmax,

s.t. Eqs. (2)-(11), (13)-(16), (18) and (20)-(21).

B. Heuristic Algorithm
The MILP model will become intractable for problems with

relatively large sizes. Hence, we design a heuristic to solve
the CP design time-efficiently. The heuristic consists of two
phases. In the first phase, we get a fixed number of mappings
(i.e., M) between controllers and switches as the candidates
to be considered in the next phase. Algorithm 1 explains the
procedure. Lines 1-5 are for the initialization. Line 1 preselects
theM combinations, where the i-th one assigns the controllers
to manage {ki1, · · · , kiNc

} switches, respectively. We have⎧⎪⎨
⎪⎩

k
i
j ≤ C, ∀i ∈ [1,M], j ∈ [1,Nc],
Nc∑
j=1

k
i
j = |V |, ∀i ∈ [1,M].

Then, Lines 3-4 select Nc nodes whose degrees are the
largest to place controllers. The outer for-loop (Lines 6-13)
obtains M feasible controller-to-switch mappings according
to the preselected combinations, and stores them in set M.
Specifically, as shown in the inner for-loop (Lines 8-11), for
each combination, the j-th controller gets assigned to the kij
unassigned switches whose shortest paths to it are the shortest.
The second phase figures out the final CP design based on

the mapping candidates stored in M, by leveraging minimum
spanning trees (MSTs), as explained in Algorithm 2. Line
1 calculates the MST in G(V,E) to start with, which is
the initial T1 (Line 4), and we initialize Ṽmax to its upper-
bound and the final CP design D as an empty set in Line 2.
Then, the outer for-loop (Lines 3-37) checks each mapping
candidates to finally get the CP design that provides the
smallest vulnerability. Specifically, the while-loop of Lines 7-
20 tries to replace a link in T1 until the resulting vulnerability
is minimized, and the while-loop of Lines 24-33 then tries to
expand the obtained tree by adding shortest paths to it, until the
total length of all the control channels is minimized. Through

this process, we balance the tradeoff between the vulnerability
and control latency of the CP design. Finally, in Lines 34-36,
we select the CP design that has the smallest vulnerability to
store in D, which includes the controller-to-switch mapping
and the subgraph for routing control channels (i.e., T1).
The time complexity of the heuristic can be analyzed

as follows. In Algorithm 1, the complexity to calculate the
shortest paths between node pairs is O(|V |3), the complexity
of the outer for-loop is O(Nc), and that of the inner for-
loop is O(M). Therefore, the overall time complexity of
Algorithm 1 is O(|V |3 + M · Nc). In Algorithm 2, the
complexity to obtain the MST T1 is O(|E| · log(|V |)). The
outer for-loop runs for M times, the while-loop of Lines
7-20 has a complexity of O(|V | · (|E| − |V |)), and the
complexity of the while-loop for tree-expanding (Lines 24-
33) is O(|V | + Nc). Hence, the overall time complexity of
Algorithm 2 is O(M · (|V | · |E| − |V |2 +Nc)).
Algorithm 1: CP Design to Map Controllers to Switches
Input: G(V,E), C, and Nc

Output: Mappings between controllers and switches (M)
1 preselect M combinations where the i-th one assigns the
number of switches to the controllers as {ki1, · · · , kiNc

};
2 compute the shortest path for each node pair in G(V,E);
3 sort nodes in V in descending order of their degrees;
4 select the first Nc nodes to place controllers;
5 M = ∅;
6 for i = 1 to M do
7 m = ∅;
8 for j = 1 to Nc do
9 take the j-th controller in sorted order;
10 assign the controller to kij unassigned switches

whose shortest paths to it are the shortest;
11 end
12 store the obtained controller-to-switch mapping in m

and insert m into M;
13 end
14 return M;

IV. PERFORMANCE EVALUATION
A. Benchmarking with Single-level Optimization
The CP design with the bilevel optimization model basically

balance the tradeoff between the security and latency of a
CP. Then, to verify its necessity and effectiveness, we need
to benchmark it with single-level optimization models. More
specifically, we modify the bilevel optimization model to two
single-level models, i.e., the security- and latency-prioritized
ones. For the security-prioritized one, we only consider the
upper-level optimization subject to the constraints in Eqs. (3)-
(11) and (13)-(15) and those for preventing cycles in path
computation. While for the latency-prioritized one, we only
take the lower-level optimization into account and make it
subject to the constraints Eqs. (11) and (13)-(15). Here, our
simulations using the 7-node, 8-node and NSFNET topologies
in Fig. 2, and we set the capacity of each controller as C = 7,
C = 5, and C = 7, respectively.



Algorithm 2: CP Design with Minimum Spanning Trees
Input: G(V,E) and M

Output: Final CP design
1 calculate the minimum spanning tree T in G(V,E);
2 Ṽmax = |V | · (|V | − 1), D = ∅;
3 for i = 1 to M do
4 T1 = T ;
5 take the i-th controller-to-switch mapping mi in M;
6 calculate the vulnerability Vmax with T1 and mi;
7 while there are unchecked links on T1 do
8 delete an unchecked link from T1 to get T2;
9 mark the deleted link as a checked one;
10 for each link that is not on T1 do
11 add the link to T2 to get T3;
12 if T3 is a connected graph then
13 calculate the vulnerability V ′

max with T3
and mi;

14 if V ′
max ≤ Vmax then

15 T1 = T3, Vmax = V ′
max;

16 mark the newly-added link as a
checked one in T1;

17 end
18 end
19 end
20 end
21 flag = 1;
22 route control channels in T1 with shortest paths;
23 get the total length of all control channels as L;
24 while flag = 1 do
25 find the shortest path in G(V,E) (for a node pair

in mi) to add on T1 such that the resulting T ′
1

provides the minimum V ′
max for mi;

26 route control channels in T ′
1 with shortest paths;

27 get the total length of all control channels as L′;
28 if L′ < L OR V ′

max < Vmax then
29 T1 = T ′

1 , L = L′, Vmax = V ′
max;

30 else
31 flag = 0;
32 end
33 end
34 if Vmax < Ṽmax then
35 Ṽmax = Vmax, D = {mi, T1};
36 end
37 end

Table I summarizes the comparisons between the bilevel
model and the single-level ones, when they are applied to
design CPs for the SDN topologies in Figs. 2(a) and 2(b).
Here, both topologies are modified from realistic ones. We
can see that compared with the single-level model prioritized
for latency, the CP design obtained by the bilevel model pro-
vides smaller vulnerability, while it outperforms the security-
prioritized single-level model in terms of average latency. This
verifies the effectiveness of our bilevel model. We also notice
that the bilevel model may provide a larger vulnerability than

the security-prioritized single-level model. This is because the
bilevel model considers the vulnerability and average latency
of CP jointly, and to minimize the vulnerability, it might not
be able to route the control channels with the shortest paths.

TABLE I
COMPARISONS OF SINGLE-LEVEL AND BILEVEL OPTIMIZATION MODELS

Topology/Nc

Single-level Model
Bilevel ModelLatency-

prioritized
Security-
prioritized

7-Node/1 Latency (km) 16255.9 35697.1 16536.7
Vmax 3 2 2

8-Node/2 Latency (km) 1530 1948 1600
Vmax 3 1 2

B. Comparison between Bilevel Model and Heuristic
As for relatively large instances of the CP design problem,

using the MILP to solve the bilevel optimization model would
become intractable. Hence, we compare the performance of
the MILP and the heuristic with Algorithms 1 and 2 using the
small-sized topologies in Figs. 2(a) and 2(b). The results are
listed in Table II, which indicate that the heuristic provides
very similar results as the MILP but consumes much shorter
computation time. This confirms the heuristic’s performance.

Fig. 2. Topologies used in simulations (link lengths in kilometers), (a) 7-
node, (b) 8-node, and (c) NSFNET.

TABLE II
COMPARISONS BETWEEN MILP AND HEURISTIC

Topology Nc Algorithm Vmax
Latency
(km)

Running
Time (s)

7-Node 1 MILP 2 16536.7 1120
Heuristic 2 16938.4 0.032

8-Node 2 MILP 1 1600 41423.1
Heuristic 1 1790 0.26

Finally, in order to further study the CP design problem, we
apply the heuristic to the relatively large topology in Fig. 2(c),
and change Nc ∈ [2, 6]. The specific CP design for Nc = 3 is
presented in Table III, where a “C-S Path” refers to the routing
path of a control channel between a controller and a switch
and a “C-C Path” is the path of a control channel between
two controllers. It can be seen that in the designed CP, certain
fiber links are not selected to diverge the control channels from



sharing a large number of links, and thus the vulnerability
can be reduced. Meanwhile, the controllers placed at Nodes 9
and 6 manage more switches than the one at Node 1, which
suggests that placing a controller on the node with a larger
degree and letting it manage more switches would help to
reduce the vulnerability of the designed CP.

TABLE III
CP DESIGN IN NSFNET TOPOLOGY WITHNc = 3

Controller #1 #2 #3

Location 6 9 1

Managed Switches 6, 10, 5, 3, 4 9, 12, 13, 14, 8, 11 1, 2, 7

C-S Paths (Duplex)

6-10 9-12 1-2
6-5 9-13 1-2-4-5-7
6-3 9-8
6-5-4 9-13-14

9-12-11

C-C Paths (Duplex) 6-10-9 9-10-6 1-3-6
6-3-1 9-8-1 1-8-9

CP Topology (E′) 1-2, 1-3, 1-8, 2-4, 3-6, 4-5, 5-7, 5-6, 6-10
7-8, 8-9, 9-10, 9-12, 9-13, 11-12, 13-14

Vmax 2

Latency (km) 41700

The average latency and vulnerability of the designed CPs
for Nc ∈ [2, 6] are plotted in Fig. 3. It is interesting to see that
the values of the latency and vulnerability first decreases and
then increase with Nc, with the turning point at Nc = 3. This
suggests that for each topology, there might be a best setting
for Nc, and placing too many controllers in a CP might not
help to reduce the average latency of its control channels and
its vulnerability. Specifically, for the NSFNET topology in Fig.
2(c), the best setting places Nc = 3 controllers in the CP.
This phenomenon can be explained as follows. When Nc is

few, each controller covers many switches, and thus the control
channels between controllers and switches might be routed
over large hop-count paths. This will inevitably push up the
latency and vulnerability of the designed CP. As Nc increases,
each controller will have a smaller coverage in switches,
but the control channels for mutual interactions among the
controllers will increase. The joint effect will make the latency
and vulnerability first decrease and then increase with Nc.

V. CONCLUSION

This paper studied the CP design that takes planned
physical-layer attacks into account. We first formulated the
problem as a bilevel optimization, where the network planner
tackles the upper-level optimization to design the CP with
the minimum vulnerability to physical-layer attacks, while the
attacker uses the lower-level optimization to plan and launch
attacks to disturb the designed CP. Then, we transformed the
bilevel optimization into an MILP and also proposed a heuris-
tic to solve the problem time-efficiently. Simulation results
verified that by reducing its vulnerability, our proposals can
effectively protect a CP from planned physical-layer attacks,
and they also successfully balance the tradeoff between the
security and latency of a designed CP.

Fig. 3. Properties of CPs designed with NSFNET topology.
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