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Abstract—Software-defined optical networking (SDON)
paradigm enables programmable, adaptive and application-
aware backbone networks via centralized network control and
management. Aside from the manifold advantages, the control
plane (CP) of an SDON is exposed to diverse security threats.
As the CP usually shares the underlying optical infrastructure
with the data plane (DP), an attacker can launch physical-layer
attacks to cause severe disruption of the CP.

This paper studies the problem of resilient CP design under
targeted fiber cut attacks, whose effectiveness depends on both
the CP designer’s and the attacker’s strategies. Therefore, we
model the problem as a non-cooperative game between the
designer and the attacker, where the designer tries to set up
the CP to minimize the attack effectiveness, while the attacker
aims at maximizing the effectiveness by cutting the most critical
links. We define the game strategies and utility functions, conduct
theoretical analysis to obtain the Nash Equilibrium (NE) as
the solution of the game. Extensive simulations confirm the
effectiveness of our proposal in improving the CP resilience to
targeted fiber cuts.

Index Terms—Software-defined optical networks, control plane
resilience, targeted fiber cuts, non-cooperative game.

I. INTRODUCTION

As the underlying infrastructure of backbone networks,
optical networks support diverse vital network services and
require efficient network control and management (NC&M)
[1]. The widely accepted software-defined networking (SDN)
paradigm decouples the network control and the data planes
(CP and DP) [2]. In SDN, NC&M is carried out by logically
centralized controller(s) in the CP, while the DP devices only
need to execute packet forwarding/data transmission tasks. The
controller(s) collect the status of DP devices to maintain a
global view of the network, and then intelligently instruct the
devices to perform corresponding tasks [3]. By implementing
SDN in optical networks, software-defined optical networks
(SDONSs) have the programmability and application-awareness
that allow operators to flexibly customize networks and sig-
nificantly expedite the launch of new services [4-6].

One of the essential problems in SDON planning is the
design of the CP. As shown in Fig. 1, the CP of an SDON is
generally composed of one or more controllers, each of which
controls a subset of optical devices (e.g., optical transponders
and switches) via signalling in control channels. As the traffic
in each fiber link can reach Tb/s or even Pb/s, the CP should be
well-designed to meet the requirements of low communication
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Fig. 1. The data and the control plane of an SDON.

latency and high reliability [7]. To this end, previous studies
investigated the disruptions due to random failures (e.g., ran-
dom link cuts), and proposed several CP design schemes [8—
16]. Nevertheless, they overlooked the threats from deliberate
attacks disrupting the underlying network infrastructure.

Although logically decoupled, the CP and the DP of a
backbone SDON typically share the same fiber infrastructure,
which is vulnerable to various physical-layer attacks [17].
Targeted fiber cuts can result in severe disruption of the
CP by interrupting communication among CP elements or
increasing latency to an unacceptable level. Existing CP design
schemes that protect from random failures do not guarantee
robustness to targeted cuts. Unlike random cuts which are usu-
ally accidental, targeted cuts can be launched with embedded
intelligence to boost the efficiency of the attack and aggravate
its effects. A common attacker’s strategy would be to sever
the fiber links which are most critical for network operation.
As existing CP design schemes usually use the shortest paths
to route the control channels, they may concentrate on links
with high betweenness centrality [18], which can be easily
identified by attackers as possible targets. Therefore, preparing
for the attackers’ likely strategies of targeting links when
disrupting the CP is paramount for resilient CP design. Hence,
the problem can be viewed as a game between two rational
entities (i.e., the CP designer and the attacker). To solve it, a
game theoretic approach is needed, which, to the best of our
knowledge, has not yet been applied for CP design.

In this paper, we consider an SDON under the threat from
targeted fiber cuts, and address the problem of robust CP
design with a game theoretic approach. We model the problem
as a non-cooperative game between the CP designer and
the attacker, and define the game strategies and the utility
functions for both players. In the game, the designer tries
to design the CP such that the damage from targeted fiber
cuts is minimal, while the attacker aims at cutting the most



critical links to maximize CP disruption. To solve the game,
we conduct theoretical analysis to obtain the Nash Equilibrium
(NE), which is widely accepted as the solution of a game
[19]. Simulation results confirm that under the guidance of
the NE, the designer can mitigate the damage from attacks.
This verifies the effectiveness of our proposal in increasing
resilience of the CP under targeted fiber cuts.

The rest of the paper is organized as follows. Section II
reviews the related work. The CP design problem as a non-
cooperative game is described in Section III. In Section IV, we
analyze the NE to solve the game. Simulations are performed
and the results are discussed in Section V. Finally, Section VI
concludes the paper.

II. RELATED WORK

Extensive efforts have been carried out to improve the
performances and availability of the CP. The basic CP design
problem of deciding how many controllers to deploy and
where to place them has been formulated in [7]. In [8-16],
the authors studied resilient CP design under various failure
scenarios, which can be classified into controller failures,
switch failures and link failures. To address controller failures,
researchers have considered managing each switch by multiple
controllers [8—12]. In [8], the authors applied Byzantine fault
tolerant mechanism and studied the assignment of controllers
to switches. CP design algorithms with various primary-
backup models for controllers have been investigated in [9,
10]. In [11], both Byzantine fault tolerant mechanism and
primary-backup model were used when addressing controller-
switch mapping. To address switch failures, tree-like CP
design that maximizes single-node failure survivability was
proposed in [13]. Assuming both switches and links can fail,
the work in [14] proposed a controller placement scheme
aimed at minimizing the connectivity loss between controllers
and switches, while the study in [15] compared different
controller placement schemes in terms of CP connectivity. For
similar assumptions, the authors of [16] introduced a Pareto-
optimal framework for CP design to balance communication
latency and resiliency. Nevertheless, none of these studies
considered failures caused by deliberate physical-layer attacks.

A relatively straightforward method of attacking the optical
infrastructure is disabling the fibers or optical nodes [17]. The
impact of such attacks on the DP has been investigated in
[20-22]. The study in [20] evaluated the robustness of large-
scale network topologies under targeted attacks. In [21], the
authors identified the critical nodes/links in a topology, whose
removals would minimize the network connectivity. The work
in [22] studied how targeted fiber cuts affect the robustness
of fiber-based content delivery networks. Given the CP, our
previous work [23] evaluated the CP robustness under targeted
fiber cuts. These investigations suggested that the intelligence
of attackers in selecting targets plays an important role, and
this motivates us to leverage game theory for CP design. Game
theory is a powerful mathematical tool to analyze the competi-
tion and cooperation among rational decision-makers, and has
been used to solve the problems of network topology design in
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Fig. 2. An example of a non-cooperative game between the network designer
and the attacker.

[24, 25]. In [24], a multi-player game was formulated to assist
each node with neighbor selection in order to optimize link
establishment price, path delay and proneness to congestion.
A dynamic game for network topology design was modeled in
[25], where the designer and attacker add and remove links so
as to maximize their utilities in terms of considered network
properties (e.g., connectivity) and operational costs.

III. GAME MODEL FOR CONTROL PLANE DESIGN

We consider a backbone SDON, whose optical infrastruc-
ture carries the mutually disjoint control and data plane. The
physical topology is modeled as an undirected graph G(V, E),
where V' and E represent the sets of nodes and undirected fiber
links, respectively. Each node v € V hosts an optical switch
and/or a network controller. The subset of nodes that host
controllers is denoted by U, where the number of controllers
|U| is given a priori. Each edge e € E denotes a fiber
link that can carry data and/or control channels (i.e., in-band
control). The set of links that carry control channels is denoted
by L. Consequently, U and L constitute the CP topology
G¢(U,L). Each controller manages a cluster of switches,
while, for simplicity, we assume that each switch is under
control of a single controller'. As an attacker can launch
fiber link cut attacks aimed at disrupting the CP property
(e.g., connectivity and communication latency) to the largest
extent, a designer needs to design a resilient CP by carefully
determining the sets U and L. In general, fiber cuts can disrupt
the communication between switches and controllers, among
the switches, and among the controllers. Here, we focus only
on the communication between switches and controllers. The
problem of designing a resilient CP can be viewed as a two-
player non-cooperative game between the designer and the
attacker as shown in Fig. 2. In the game, the players’ strategies
and utility functions are as follows.

The finite strategy space of the designer is denoted as
S? = {s{,s4,---}, where s refers to a specific CP design
strategy of determining U and L. An example strategy s¢ is to
minimize |L|, as proposed in [26]. By implementing a strategy
sd, the designer obtains a CP solution at the cost D;, which
relates to |L| and can be expressed as:

Di = fi(IL]). (1)

Here, f;(-) is assumed to be a linear increasing function
of |L|, as a higher number of links included in the CP

'In more sophisticated scenarios, an optical switch can be assigned to
multiple controllers to improve CP resiliency.



would increase both its capital and operational expenses [26].
Meanwhile, the attacker aims at maximizing CP disruption by
deliberately cutting n critical links, whose set is denoted as E,.
(|E.| = n). The finite strategy space of the attacker is denoted
as S = {s{,s3, -+ }. An example strategy s} is to select
links whose removal minimizes the connectivity of G°(U, L),
i.e., maximizes the number of disconnected controller-switch
pairs. Each s§ corresponds to a cost A;;, which is also related
to the designer’s strategy s¢. For instance, in the simple SDON
example shown in Fig. 2 for |U| = 2, the designer has
established a CP by placing two controllers at nodes 2 and
6, and routing the control channels over the paths marked by
the dashed lines. In this case, assuming n = 1, the attacker is
likely to cut link 2-3.
The cost A;; relates to both n and the geographical distri-
bution of the links in F., and can be written as:
A’ij = fQ(nv Z xehez)’ 2)
e1,e2€E,.
where z., ., is a boolean variable with value equal to 1 if two
links e; and e do not share any end-nodes and O otherwise.
f2(+) is a linear increasing function of n and xz., ., which
ensures that cutting more, and non-adjacent links is more
costly. Once the designer and the attacker select s¢ and S5
to take their actions, the SDON is left with a CP affected by
n fiber cuts. The CP’s property in terms of controller-switch
connectivity and communication latency can be described by:
Pij = fa(c(n), U(n)). 3)
In Eq. (3), ¢(n) and [(n) are two CP metrics defined in
[23], i.e., the average CP connectivity and the average CP
transmission distance after n link cuts, respectively. f3(-) is a
linear function of ¢(n) and I(n), which decreases with c¢(n)
and increases with [(n). Upon an attack, the attacker obtains
a gain of P;; while the designer suffers a loss of F;;. Based
on D;, A;; and P, the utility functions ng and Fﬁ of the
designer and the attacker, respectively, can be calculated as:
Ff=—a- Py — D, 4
Fi=B- P — Aij, &)

where a and 8 are constant coefficients. In the game, both
players are rational in choosing strategies to benefit themselves
unilaterally, i.e., to maximize their own expected utilities.
Table I shows the game in strategic form. For example, when
the two players act with strategy profile (s, s¢), their utilities
would be F§) and F, respectively. Assuming that s¢ creates
the CP solution shown in Fig. 2 and s{ cuts links 2-3 and 4-5,
all nodes can still connect to their own controllers, but nodes 3
and 5 have to use longer paths for control channels, resulting
in ¢(2) = 1 and [(2) = 1458 km. Therefore, we obtain F, =
—a- fo(1,1458) — f1(4) and F§; = 8- f5(1, 1458) — fu(2,1).

IV. NASH EQUILIBRIUM FOR CONTROL PLANE DESIGN

In the described game, each player tries to find their own
best response to their opponent’s strategy. Therefore, to obtain
the design scheme that leads to a resilient CP, we need to
find the strategy profile in which neither the designer nor the
attacker can increase their utilities by unilaterally adjusting

TABLE I
GAME IN STRATEGIC FORM

51
st | (PR, F)

d d
52 (F3y, F3y)

53
(Ffy , Fiy)
(P, » Ff)

their own strategies, which is essentially the Nash equilibrium
(NE) [19]. In an NE, the designer’s strategy is precisely the
solution of the CP design problem. As each player in the
game has a finite strategy space, the game admits at least one
mixed-strategy NE [19]. To obtain it, we formulate the game
as optimization problems of the two players, and analyze their
best response functions to derive the general form of the NE.
Then, we adapt the formulations of the optimization problems
to obtain the NE with a simplex-based method.
Notations and Variables:

o &% the utility matrix of the designer.

o ®%: the utility matrix of the attacker.

o ¢%: variable, the expected utility of the designer.

o ¢%: variable, the expected utility of the attacker.

o y% variables, the vector of probability distribution
(y¢, 94, ---)T to indicate how the designer selects strate-
gies?, (e.g., y¢ is the probability that the designer selects
strategy s%).

e y®: variables, the vector of probability distribution
(y$, 95, )T to indicate how the attacker selects strate-
gies, (e.g., y§ is the probability that the attacker selects
strategy s¢).

e yo: variables, the best response function of the designer.

e Yy¢: variables, the best response function of the attacker.

e 7% auxiliary variables, the vector with the form similar
to yd.

o z%: auxiliary variables, the vector with the form similar
to y“.

U

u

For the designer, we can formulate the game as the follow-
ing optimization problem.

Objective:
Maximize ¢% = (yH)T - &% . y2. (6)
Constraints:
yi >0,
17yt =1, (7
ol .yt < 1.4

The designer tries to maximize the objective function in
(6) under the constraints in (7). The first two equations in
(7) are the nonnegativity and regularity constraints for the
probability distribution vector of strategy selection, while the
third one ensures that the designer cannot increase their utility
by changing the strategy.

Analogously, for the attacker, the game can be formulated
as the following optimization problem.

Objective:

2The superscript 7" in (yf, yg, ---)T represents the transposition operator.



Maximize ¢* = (y9)T . ®% .y, (8)

Constraints:
y* >0,
eyt =1, ©
(@a)T . yd < 1. (ba_

Egs. (8)-(9) express the attacker’s objective function and
constraints, respectively.

Using the above formulations, the best response functions
of both players can be expressed as:

yl(y") = arg max (4", (10)
y

yi(y") = arg max (). (11)
Specifically, given that the attacker selects strategies with y®,
the designer uses (10) to obtain the best response yff. Similarly,
the attacker leverages (11) to get their best response y? to
designer strategy y?. Hence, by definition, the NE can be
derived as (y?, y%), where y¢ provides the solution of the CP
design problem. In order to find (y?, y?), we first adapt the
above formulations of optimization problems by introducing
zdzgandz“:;—z.
The designer’s optimization problem can be expressed as:
Objective:

1
Maximize d— . (12)
¢ 17 . z2
Constraints:
= <0, (13)
d?.2% > 1.
The attacker’s optimization problem is adapted as:
Objective:
. o 1
Maximize ¢ = T (14)
Constraints:
74 > 0, (15)
(@17 .29 < 1.

By applying the simplex-based Lemke-Howson algorithm
in [19], we solve the problems in (12)-(15) in a coordinated
way for z¢ and z®. Hence, the NE (y?, y%) can be obtained as
(2% 77, 2% 775=), where y? = 2% -7 provides the solution
of the CP design problem. The complexity of the algorithm is
at most O(M-N), where M and N are the respective numbers

of vertices of the polytopes defined by (13) and (15).

V. SIMULATION RESULTS

In order to validate the proposed game theoretic approach
for resilient CP design, we perform simulations on the Sprint-
NET shown in Fig. 3 [23]. In the game, we assume that
the designer has two strategies and the attacker has three
strategies. The designer’s strategies are:

o s¢: the algorithm from [23], which places controllers at
nodes with the highest degree,

o s¢: the genetic algorithm from [26], which adopts the
placement scheme that aims at minimizing the number
of control links.

In both strategies, the shortest physical paths are used for
control channels. The attacker’s strategy is always to cut n
links deemed most critical, i.e., whose cutting maximizes P;;.
However, the link criticality assessment is based on three
different assumptions:

« s{: the physical topology only (no CP considerations),

o s4: the CP realized according to strategy s¢,

o s%: the CP realized according to strategy s<.

The coefficients o and 8 in the utility functions are set to
ensure P;; > D; /Aij, so that the attacker has the incentive
to launch attacks and the designer to defend against them.

We first set the number of controllers and link cuts to
|[U| = 2 and n = 2, respectively. The resulting controller
placement for the designer’s strategies s¢ and s4, as well as the
results of link cuts under the attacker’s strategies s{, s5 and s§,
are depicted in Fig. 3. For example, when the attacker adopts
55, links 7-8 and 10-11 are cut, as the links deemed most
critical under the assumption of strategy s¢ applied for CP
design. Based on this, Table II elaborates on the utilities of the
two players under different strategy profiles, whose rationality
can be analyzed as follows. As can be seen in the table, the
designer always has higher utility when the attacker’s utility
is lower, regardless of the adopted strategies. For instance, if
the designer’s strategy is fixed to s¢, the attacker gains the
maximum utility when it selects strategy s5. This is because
in s5, the attacker detects the most critical links based on the
CP implementation determined by s¢, which verifies that the
attacker can maximize utility under the correct assumption of
the designer’s strategy. Under this strategy profile, i.e., (s,
55), the designer has the minimum utility of —92.8, which
represents the largest loss on the CP resilience. Compared to
the other two strategy profiles (i.e., (s{, s¢) and (s¢, 52)), the
utility of the attacker for (s{, s¢) is higher than that for (s¢,
5%). This bears an important implication for the attacker — if
the information about the CP implementation is not available,
launching attacks based on criticality of links evaluated for
the physical topology may be more favorable than that based
on a CP implementation guess. Observations similar to above
hold for the designer’s strategy s¢ as well.

If the attacker’s strategy is fixed, e.g., to s, the designer’s
utility under strategy s¢ is lower than under s¢. This may
seem counterintuitive as s§ is based precisely on the correct
assumption of the CP implemented using s{, yet s{ yields

Fig. 3.
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TABLE I

GAME IN STRATEGIC FORM WITH nn = 2

s1 53 53
s¢ (-84.1, 71.1) (-92.8, 77.8) (-83.1, 70.1)
sg (-102.6, 88.6) | (-95.6, 79.6) | (-116.5, 102.5)

NE: (y¢, y2) = ((0.746,0.254)7, (0.0,0.0,1.0)T)

TABLE III

NES OF GAMES WITH DIFFERENT n
n y¢ ye
1 (0.493, 0.507) (1.0, 0.0, 0.0)
2 (0.746, 0.254) (0.0, 0.0, 1.0)
3 (0.625, 0.375) (0.0, 0.0, 1.0)
4 (0.670, 0.330) (0.0, 0.0, 1.0)
5 (0.563, 0.437) (0.0, 0.0, 1.0)

TABLE IV
GAME IN STRATEGIC FORM WITH n = 1

s1 53 55
s¢ | (-81.2,69.2) | (-86.5, 74.5) (-78.4, 66.4)
sg (-93.5, 80.5) | (-88.4,75.4) (-94.4, 81.4)

NE: (y%, y%) = ((0.493,0.507)T, (1.0,0.0,0.0)7)

higher robustness than s§. However, as indicated by the

utilities for the other two attacker’s strategy profiles, the CP
implemented with s¢ is more vulnerable than that implemented
with s¢. If the designer chooses s¢, link cuts can be more
damaging even when the attacker bases the link criticality
assessment on the wrong assumption of the CP design strategy.
Consequently, by analyzing the game, the designer tends to
prioritize 3‘11 for a more resilient CP, which is reflected in the
resulting NE.

By solving the game in Table II, we obtain an NE (y?, y%) as
((0.746,0.254)T, (0.0,0.0,1.0)T), where the designer selects
strategy s¢ with the probability of 0.746 and strategy s4 with
the probability of 0.254, while the attacker uses strategy s in
all cases. Namely, in the NE, when the attacker uses s§ for
their own benefit, the designer defends by selecting s¢ with a
comparatively lower probability. Hence, by following the NE,
the designer can avoid large damages to the CP.

We assess the game when the number of fiber cuts n
changes within [1,5]. The NEs of the games are listed in Table
III. For example, when n = 1, the game is shown in Table
IV, whose rationality can be analyzed similarly as the one
in Table II. In this game, the NE suggests that the designer
should select s¢ and s¢ with probabilities of 0.493 and 0.507,
respectively, to defend against the attack performed with s¢.
When n changes from 2 to 5, the probability of selecting s¢
by the designer is always higher than s, while the attacker
would never use s otherwise the designer would suffer from
the largest CP robustness loss, which violates the NE.

To gain insight into the CP solutions resulting from the
NEs, we use two metrics to measure their properties in terms
of the expected average CP connectivity ¢(n) and the expected
average CP transmission distance I/(n). These are calculated
as:

e(n) = (yH)" - C-yl, (16)
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where both C and L are |S?| x |S%| matrices, each element
of C is the average CP connectivity ¢(n) and each element
of L is the average control channel transmission distance
I(n) under the corresponding pure strategy profile. The pure
strategy profile refers to the one in which both players select
one strategy from their own strategy space deterministically.
Figs. 4 and 5 show the respective results of ¢(n) and I(n)
under the NE. For comparison, we also provide the results
under the best and the worst scenarios resulting from the pure
strategy profiles, denoted with c¢;(n) and ¢, (n), respectively.
Naturally, in Fig. 4, the average CP connectivity ¢(n) exhibits
a downward trend when n increases.

As shown in Fig. 4, ¢(n) is higher than ¢, (n), while Fig.
5 shows the advantage of I(n) over [, (n). This verifies that,
guided by the NEs, the designer can mitigate the effectiveness
of attacks, and thus improve the CP robustness. However, ¢(n)
cannot reach ¢(n), which is inevitable for the existence of an
intelligent attacker. Note that, in Fig. 5, the (expected) average
transmission distance of control channels can increase or
decrease with n. The reason for the increase is that the control
channels have to traverse longer paths, while the decrease
occurs when the connectivity between some switch-controller
pairs is lost and, thus, the control channels disappear.

a7)

VI. CONCLUSION

This paper considered an SDON under the threat from
targeted fiber cut attacks and studied the problem of resilient
CP design. To solve it, we proposed a game theoretic approach
where the problem was modeled as a non-cooperative game



between the CP designer and the attacker, and defined the
game strategies and the utility functions for both players. In
the game, the goal of the designer was to minimize the CP
connectivity and latency degradation caused by targeted fiber
cuts, while the attacker aimed at maximizing the CP disruption
by cutting the most critical links. Theoretical analysis were
conducted to obtain the Nash Equilibrium (NE) as the solution.
Extensive simulation results suggested that following the NE
enabled the designer to avoid the worst-case scenario where
the CP suffers the largest losses, which confirmed the effec-
tiveness of the proposed game-theoretic approach in improving
the CP resilience to targeted fiber cuts.
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