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Abstract—In this paper, we explore how much flexible Ethernet flexibility to groom multiple flows on PHYs, for making full
(FlexE) and elastic optical network (EON) can mutually benéit  ytilization of their capacitiesg.g, the system in Fig. 1(c).
each other, given their flexibilities in managing Ethernet ©iannels
and optical spectra. Specifically, we consider three FlexErehi-
tectures, i.e., FlexE-unaware, FlexE-aware and FlexE-terminal,
explain how to integrate them with EON, and formulate an
mixed integer linear programming mode (MILP) to optimize
the corresponding network design of each integration. Theact Fow rom
solutions provided by the MILP models confirm that FlexE MAC Client
and EON can mutually benefit each other when the FlexE-
aware and FlexE-terminal architectures are considered, ad the
more flexible the FlexE architecture is, the more benefits the
integration can get. Meanwhile, the solutions also show thdixed-
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grid wavelength-division multiplexing (WDM) networks cannot Unused CS
fully explore the advantages of the FlexE architectures dudo (b) Sub-rating

the rigid transmission scheme. Hence, our results suggeshat Flows groomed on
integrating FlexE and EON would be necessary in the future. CS'in the same PHY

Index Terms—Flexible Ethernet (FlexE), Elastic optical net-
works (EONSs), Traffic grooming.

I. INTRODUCTION

Recently, the rapid Qevelopmen_t of world-wide dfa.t.a.(:(_}nt(_}rFig. 1. Three capacities of FlexE to map traffic flows to CS’ IHYR.
networks [1] and the stringent requirements from 5G initex
have imposed great pressure on Ethernet technologies t®ote that, for realizing long distance transmissions, Elex
make revolutionary changes. As an important innovation teeds to work together with the transport boxes (T-Boxes) in
respond to the challenges, the standard of flexible Etheragtoptical transport network (OTN). Depending on whether th
(FlexE) has been published by the Optical InternetworkingBoxes are FlexE-aware or not, FlexE can cooperate with the
Forum (OIF) [2]. FlexE leverages time-division multiplagi OTN in three architectures,e., FlexE-unaware, FlexE-aware
(TDM) to divide the transmission opportunity in a fixed-rat@nd FlexE-terminal, respectively [3]. A T-Box in the FlexE-
physical channel (PHY) into a series of calendar slots (CSynaware architecture maps PHYs to the transponders in it in
which can be allocated to carry traffic generated by varioasfixed manner, and thus once a FlexE group is created with
applications in a flexible but isolated manner [2]. HencexEl some selected PHYs the related T-Box(es) and transpofder(s
can ensure the stringent quality-of-service (QoS) requéngts are determined as well. Meanwhile, the T-Box cannot deter-
of applications with improved network resource utilizatio mine whether a CS is used or not or recognize the flows from

Specifically, FlexE inserts a shim layer in between thdifferent clients in the PHYs. These limitations would have
media access control (MAC) and physical layers to facditandverse affects on the utilizations of the PHYs in the FlexE,
the aforementioned flexible mapping between the traffic flovesd the T-Boxes and optical spectra in the OTN. In the FlexE-
from MAC clients and the CS’ in PHYs. The mapping suppor@ware architecture, a T-Box can compress the rate of a PHY
three capacities,e., bonding, sub-rating and channelizationby discarding unused CS’ and leverage a switch fabric to map
The bonding lets FlexE combine multiple PHYs to carry 8HYs to the transponders in it more flexibly. Nevertheldss, t
flow when its data-rate is higher than the capacity of a singleBox still cannot identify the client flows in PHYs, and thus
PHY. For example, in Fig. 1(a), the FlexE system combind®w-level routing is still not feasible for it. Flow-levebuting
three PHYs ofl00 GbE to carry a flow o800 Gbps. On the can be realized in the FlexE-terminal architecture, whahe
contrary, the sub-rating handles the cases in which the flowwBox equips a FlexE shim to recognize the flows in PHYs
data-rate is lower than the capacity of a PHY, and leaves soare utilizes a switch fabric to map flows to transponderdyree
CS’ unused. For instance, the system in Fig. 1(b) transmitsPreviously, Eiraet al. [3] conducted a comprehensive and
a 150 Gbps flow with two 100 GbE PHYSs, each of which thoughtful analysis on the pros and cons of applying theethre
carries a subflow o5 Gbps. The channelization provides th@forementioned architectures in fixed-grid wavelengtlstiv

(c) Channelization
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Ts) [8] not only enables to change a transponder’ data-ra..
with a fine granularity, but also makes it possible to realime  Fig. 2. Integration of FlexE and EON in FlexE-unaware amuttitre.

split-spectrum scheme [5, 9] with a single transponder.dden ) _ )
by getting rid of fixed-rate transponders, an EON-based 018§ checking the usage of the CS’ in PHYs and adapting the
is expected to be more friendly toward FlexE, and a seam|¢id{a-rates of their BV-Ts accordingly. Furthermore, each T
integration might be achieved. Nevertheless, the opertigues B_ox is equipped with a switch fabric to facilitate flexible pa
is that how much exactly FlexE and EON can benefit mutualing between PHYs and BV-Ts. As BV-Ts are able to change
when we consider the three “FlexE + OTN” architecturies,( their data-rates with a much finer granulariyg, 12.5 Gbps
FlexE-unaware, FlexE-aware and FlexE-terminal). [10], than the fixed-grid transponders, the integrationlekE

In this paper, we first discuss how to integrate the Flex@d EON in the FIexE—a\_/vgre arc_:hitecture can significantly
architecture with EONs. Then, we design several mixed atedMProve the spectrum efficiency in the OTN. For instance,
linear programming (MILP) models to explore the advantagée two client flows forA-B, i.e, 125 Gbps and10 Gbps,
of the flexibility provided by integrating FlexE and EON,espectively, can be carried by adjusting the BV-T's data ra
for realizing cost-effective network design. With the exad® 137.5 Gbps (corresponding tol frequency slots (FS’) at
solutions on network design from the MILP models, wé2-5 Gbps in the EON) and only a capacity 86 Gbps will
analyze the differences between “FlexE + EON” and “FlexE ke wasted. In contrast, as a fixed-grid transponder miglyt onl
fixed-grid WDM” and show that FlexE and EON can mutuallghoose its data-rate froifb0, 100, 150, 200} Gbps [3], we in
benefit each other when the FlexE-aware and FlexE-termitfaf Pest case have to use a transpond@baiGbps to carry
architectures are considered, and the more flexible theerig® two flows and waste a capacity bf Gbps.

architecture is, the more benefits the integration can get. ~ fee? —-'T‘.a;);';yj _____ F'T;FE‘.’E‘?_ "';;;;'*-B“*MmiH%%
The rest of the paper is organized as follows. Section 52 i sy \'enp: AR %125&:93
explains how to integrate FlexE with EON. We design severifzs %J,m S AT 2 |10 Gops
MILP models to optimize the integrations of FlexE and EON"=—{2 o [ ot ol Node C
75 Gbps | @ 7%,
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in Section V. Finally, Section V summarizes this paper.
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Il. INTEGRATION OFFLEXE AND EON

Before elaborating on the integration of FlexE and EON, Fig. 3. Integration of FlexE and EON in FlexE-aware architee
we first clarify the definition of “FlexE group” since it is a
key concept for understanding the integration schemes.

Definition 1 (FlexE Group):A FlexE group is a group of
PHYs, which is between a pair of FlexE shims that map/dem
flows from MAC clients to/from CS’ in the PHYs [2].

The FlexE shim in the destination node needs to compens?ﬂ

for the skew on client flows due to optical transmission, ariﬁal'zed in the T-Boxes. As a consequence, the restriction i

e FlexE-unaware and FlexE-aware architectuies, flows
therefore even though FlexE allows a FlexE group to be s . . . '
9 group ptg different destinations have to use different FlexE gsyup

over multiple BV-Ts in the T-Boxes that connect to a sam ;
an be removed. However, as each FlexE group terminates at

router card, the lightpaths from these BV-Ts have to take tff T-Box in thi hitect lient flow in the FlexE
same routing patte.g, parallel lightpaths. one T-Box in this architecture, a client flow in the FlexE gvou

With Fig. 2 [3], we explain how to integrate FlexE and EO ould always be transmitted through one BV-T in the T-Box.

in the FlexE-unaware architecture, where only the routedsca n Fig. 4, we assume that the total capacity of the BV-Ts in a

process FlexE shims while each BV-T in a T-Box is associagéiBox would not exceed(0 Gbps. Then, after serving the

with pre-connected PHYs. Hence, as the T-Boxes are Fle -B flows, the first T-Box inNode A only leaves a capacity

unaware, the BV-Ts in them have to take a fixed data-iae ( © 262.5 Gbps for its second BV-T o carry tha-C flows.
the total capacity of the associated PHYs) no matter what tﬁgnce, thel50 Gbps ﬂO\.N forA-C Is putin the secqnd FlexE
actual CS utilization is. This suggests that the FlexE-laraw group and gets transmitted in the second T-Bolore A.
architecture can hardly explore the benefits of EONs. L ,

In this work, we assume that the BV-Ts in each T-Box are SBV8[s

Fig. 3 ilIUStrate_S the integration of FlexE and EON _in th%pecifically, the capacity of each BV-T is adjustable with ranglarity of
FlexE-aware architecture [3]. The T-Boxes have the cajbabil 12.5 Gpbs while the total capacity of the BV-Ts in a T-Box is fixed.

We depict the integration of FlexE and EON in the FlexE-
terminal architecture in Fig. 4 [3]. Here, the major diffiece
H m the FlexE-aware architecture is that the T-Boxes also
possess FlexE shims. Hence, each FlexE group is between a
gter card and its T-Box(es), and flow-level routing can be
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« z:“: the nonnegative integer variable that represents the
number of BV-Ts that are assigned to theth FlexE
group between nodesand u.

e Yy . the boolean variable that equals 1 if router card

I1l. MILP M ODELS FOROPTIMIZING INTEGRATIONS OF in nodev is used, and 0 otherwise.

FLEXE AND EON » k,r: the nonnegative integer variable that is the number
of used T-Boxes connecting to router caréh nodew.

In this section, we formulate an MILP model to optimize , «,: the nonnegative integer variable that represents the
the network design of each integration of FlexE and EO#, number of used router cards in node

based on the three aforementioned architectures), underkn By: the nonnegative integer variable that represents the
client traffic patterns Then, based on the exact solutions  pumber of used T-Boxes in node

provided by these MILP models, we can evaluate the mutual, ~,: the nonnegative integer variable that represents the
benefit of integrating FlexE and EON. Specifically, for each  number of used BV-Ts in node.

of the three architectures, we compare the network desifjns OObjective:

“FlexE + fixed-grid WDM" and "FlexE + EON" and assess the 11,5 gytimization objective is to minimize the used router
network designs of “FlexE + EON” for the three archltecture%ards, T-Boxes, and BV-Ts in the network planning as:
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on traffic grooming result

Fig. 4. Integration of FlexE and EON in FlexE-terminal atebture.

Minimize Z (P-T-ow+P-Bu+), 1)
veV
where the weights assigned to the three terms ensure that

For the “FlexE + EON” in the FlexE-unaware architectureh timizati d th b f d ¢ d
each BV-T in a T-Box is assigned to carry the traffic in tw € oplimization reguces the numbers of used router cards,
-Boxes and BV-Ts in strictly descending priorities.

pre-connected PHYs.e., the BV-T's data-rate is fixed &100 Constraints:
Gbps [3]. Due to the mapping between PHYs and BV-Ts are onstraints.

A. Integration in FlexE-Unaware Architecture

pre-determined, this architecture cannot explore the fiiene ‘Midi‘xm —1, Vfie F 2

of EONSs, and the following MILP model can optimize the — o

network designs of both “FlexE + WDM” and “FlexE + EON”. Z Tim by S WS- Cp, Vo EViu € V,m € Myu. (3)
Parameters e - ’

s;=v,d;=u

« G(V, E): the network topology, wher¥ is the node set

and E is the fiber link set. > wpt <y N, WeEV,r€R,. %)
o I the set of all the flows to be served, where each flow ey meMy u:
fi has an unique index € [1,|F|], a source-destination S
pair s;-d;, and a bandwidth demariq in Gbps. Z Yor <y, Y € V. (5)
« N: the number of PHYs that each router card has. TERy
o T the number of T-Boxes connecting to each router card. Wit Cy < 25" Cy, Yo € Vu € Vym € M. 6)
o P:the number of BV-Ts that each T-Box has.
« R, the set of router cards on nodec V, wherer € R, d> at<ke, P, VoeV,reR,. )
represents a router card on nogde e e
e M,,: the set of FlexE groups between nodeand u,
where sr2;% and dr;* are the router cards associating Z kv < Bo, VO EV. (8)
with the m-th group inM, ,, in v andu, respectively. r€Ry
o Cp: the capac_ity of a PHY in G_bpi;e., Cp = 100 Ghps. Z Z 20 < VeV )
« C: the capacity of a BV-T, which is enough to carry the eV me M
traffic in two pre-connected PHYs&g., C; = 200 Gbps. uFv
Variables: Eq. (2) ensures that each flof gets assigned to one

and only one FlexE group that is between its soucand
2Note that, in order to limit the complexity of the ILP modelsch that deSt'nat'ondi- Eq. (3) ensures that the total capacity of the
for reasonably large networks, they can be solved withisaeable time, we PHYs assigned to thex-th FlexE group between nodesand
assume that all the client flows are served all-optically-eerdnd and the ,, is not less than the total bandwidth requirement of the flows
optical spectra on the fibers in the EON are always enough ppastithe . luded in the ElexE Eq. (4 hat th mb
lightpaths for the flows. Hence, the routing and spectrunigaszent [11] of iNcluded in the FlexE group. Eq. (4) ensures that the number o

the lightpaths becomes trivial in the problem of networkigies assigned PHYs in a router cardn nodev should not exceed



the number of PHYs in the router card. Eq. (6) ensures that the z;;", < y;% - ﬁ, YoeV,ueV,mée€ Myu,p € P,. (14)
total capacity of the BV-Ts assigned to theth FlexE group -

between nodes andw is sufficient for carrying the PHYs in Ymp < Yop, VWEV,u€Vim € Myu,p € P (15)
the FlexE group. Egs. (5) and (7)-(9) ensure that the valfies o Z Yop < Yot - P, V0 €V, € Rust € Ty (16)
aw, ke,r, By and~y, are correctly selected, respectively.

PEPy ¢
B. Integration in FlexE-Aware Architecture Z Z Yot < B, YV E V. (17)
The MILP model in the previous sub-section can be ex- r€Ry t€Ty r
tended to consider the “FlexE + EON” in the FlexE-aware Z Yo < Yo, Y0 E V. (18)
architecture, with the following specific modifications. o4 : ’
New Parameters c
. T,,: the set of T-Boxes associated with router carih (zmip — 1) <npiy - C—q < Zmips
nodev, wheret € T, ,. is such a T-Box. o Yo,u € V,m € M. (19)
) . 3 < v,u
« P, the set of BV-Ts in node, wherep € P, is such a f;' Tim - bi ; M Cos
BV-T whose T-Box and router card are denotedtas  si=v.di=u e
andr, ,, respectively.
« P, the set of BV-Ts in T-Box of nodew. 1Mo, ul o
e Chuaz: the maximum capacity of a BV-T,e., 400 Gbps. U,g‘/: mgl pez};v Mty Co = f%:F Tiym - b
« Cy: the granularity of capacity adjustment on each BV-T, n= vFu si=v,dizu . (20)
i.e, Cy =12.5 Gbps. Crmaz - T - max(|Rul) - V]
New Variables Eq. (11) ensures that the PHYs assigned tosthéh FlexE

 yp'p: the boolean variable that equals 1 if B\pTin node group between nodasandw have enough BV-Ts to support.
v is used for then-th FlexE group between nodesand Eq. (12) ensures that the total number of PHYs associated
u, and O otherwise. with the BV-Ts in T-Boxt in nodewv would not exceed the

« zm": the nonnegative integer variable that represents thamber of PHYs that T-Box has from router card. Eq. (13)

Zm N

number of PHYs assigned to BV4 for the m-th FlexXE ensures that BV-Tp can be assigned to one FlexE group at

group between nodes and u. most. Eq. (14) ensures that the valueszff,, andy;", are
* Yu,p: the boolean variable that equals 1 if BVpTin node interdependent. Egs. (15)-(16) ensure that the valueg,tf,
is used, and O otherwise. yv,p @andy, ; are interdependent. Egs. (17)-(19) ensure that the
« n;:%,: the nonnegative integer variable that represents thalues off3,, v, andn;;", are correctly selected, respectively.
actual assigned capacity of BV-T for the m-th FlexE The value ofy is calculated with Eq. (20).
group between nodesandwu, in number ofC,. The MILP above can be easily modified to solve the
Y+ the boolean variable that equals 1 if T-an node network design of “FlexE + WDM” in this architecturée.,
v is used, and 0 otherwise. by changing the value of’, to 50 Gbps and restricting the
« 7: the nonnegative real variable that represents the négasible values ofi);“, as {0 ,2,3,4}.
malized total wasted BV-T capacity.

S C. Integration in FlexE-Terminal Architecture
Objective:

Note that, in the FlexE-aware architecture, each BV-T canAs the FlexE groups in the FlexE-terminal architecture are
take different capacities and we should try to minimize th@ll between arouter card and its T-Boxes, we can only lewerag
total wasted BV-T capacity in the network design. Hence, whe parameters and variables defined in the aforementioned
modify the optimization objective as follows. MIL_P_mo_deIs bl_Jt n_eed_ to r_ewrite all the cor_lstraints. Here, th

Minimize 77+UGZV(P ToantPBty),  (10) oplt\llrgxei;;?a&bejgctwe is still same as that in Eq. (10).

Constraints: o z;,: the boolean variable that equals 1 if flofy € F

We reuse the constraints in Egs. (2)-(5) in the MILP in Sec-  gets assigned to BV-J in nodes;, and 0 otherwise.
tion 1ll-A, and the following new constraints are introddce  « n.,,: the nonnegative variable that represents the actual

Wi < Z 2t Ve V,ue Vym e My (11) aSS|gr_1ed capacity of BV-p in nodewv, in number ofC,,.
teT, v, Constraints:
PEPyt > wip=1VfieF. (21)
ST > e g , WeV,r€R,teT,,. (12) PEPe;
PEPy,t uEV: mEMy, y: Tip +Tjp < Yop, (22)
uFv sr:;{u:r Yv € Mp S Pv7fi S F7f7 S F,Si =S8 = U,di ;é d7
S>> <1, YWweV,peP,. (13) > @iy bi Snuy-Cy, Y EV,pE P, (23)
uEV:meMy 4 fiE€F:

uFv S;=v



S>> mip-bi < C”T'N, YoeV,r€R,,teT,,. (24) {10,40,25 -7} Gbps, wherer € [1,8] is the bit-rate upgrade
PEPyt fiEF: multiplier of Ethernet interfaces [3]. To study the perfemee
' of “Flexe + EON” under different traffic conditions, the
simulations consider three scenarios. In the first scenasgo
Yop < Yoty YU EV,DE Py, (26) assume that the client flows can take any of the feasible
bandwidth requirements ifil0, 40, 25-7} Gbps randomly. The

Yo,p < Yo,rpr VU E VD E Py (25)

TEZB; Yo S v, Vo EV. 27 second scenario addresses the performance analysis of ligh
! and heavy traffic loads. Specifically, for the light load case
DD g < B, WWEV (28) we setr € [1,4], while the heavy load case hase [5,8].
reRy teTy Finally, in the third scenario, we investigate the effecttud
Z Yop < Yo, YO E V. (29) 9granularity of client bandwidth requirements and also aters
pEDy two cases. In the light load case, the client flows select thei
bandwidth from{10, 40, 50, 100} Gbps, while the heavy load
case chooses the flow bandwidth frgit00, 150,200} Gbps.
g:vp;;u nop - G = f%m: Tip - bi According to the aforementioned bandwidth distributions,
n= Sizv _ (30) We randomly generatf0, 100] client flows in the NSFNET
Cmaz - T - max(|Ru]) - [V topology, and use the MILP models to obtain the exact

Eq. (21) ensures that floy; gets assigned to one and onl));%\;vrzx qn(izlgrr;?(jzr Sﬁ;\:g]?hgem;ncéﬁ :’;et_\t/vogl; tl?]lglLtmvlwth
one BV-T in nodes;. EqQ. (22) ensures that BV-p in node ' integrations. ' plexity

v can only be used to serve flows to the same destinati(ﬂa‘?dels increases exponentially with the number of client

Eq. (23) ensures that the capacity of BVsTin node o is ows. Therefore, we have to limit the number of flows such

sufficient to serve the assigned flows. Eqg. (24) ensures t@%;:zfoﬂ:rﬁqzv:/nlofdsth(;age?v(\?ofkogleesdi ﬁvs't?éna?céfnarizgﬁe
the total capacity of the PHYs between router cardnd T- w-1.0.9, g

Box ¢ is enough to carry the flows between them. Egs. (2 1e flows can already tell the performance difference among

(26) ensures that when BV-jF in nodev is used, the related © glt\l‘?flratéoﬂ‘; Fclérih\(/avglt\tﬂagratlzns, lvve tchonsu_jertrk]Jotlt:aI)dEE
router card and T-Box are also marked as used. Eqs. (27)-(39 an ex , and solve them In the Flexk-

ensures that the values of, 3, and~, are correctly selected, un_?zvarre, FlltexfE—raf[vr\]/arﬁratnd Frl1exrliE-terrmI|in?l;irﬁh_lrtetjtu::asH .
respectively. The value of is calculated with Eq. (30). € results for the Tirst scenario are fiste aple 1. Liere

Similarly, by changing the value of’, to 50 Gbps and since there is no difference between “FlexE + EON" and
restricting ’the feasible values of, asg{O, 1,2,3,4}, this “FlexE + WDM” in the FlexE-unaware architecture, we just

erform a simulation to cover both of them. Meanwhile, for

MILP can also be easily modified to solve the network desig{h ) . .
of “FlexE + WDM” in this architecture. e FlexE-aware and FlexE-terminal architectures, we ksitau

TABLE | “FlexE + EON" and “FlexE + WDM" separately. The obtained

SIMULATION PARAMETERS network designs are compared in terms of average used router
Topology 14node NSENET  cards, T-Boxes and transponders per node and the normalized
[, # of flows - [80, 100] total wasted transponder capacitye( n), respectively. We
{b;}, Flow bandwidth distribution {10,40, 725} Gbps  gpserve that when fixed-grid WDM is considered, the integra-
|R,|, # of router cards on each node 2 ti ith the th FlexE hitect f th .
N # of 100 Gbps PHYS n each router carf 3 ions wi e three FlexE architectures perform the same in
T, # of T-hoxes connecting 1o & router carq 2 term of average used router cards, T-Boxes and transponders
P, # of BV-Ts in each T-Box 2 per node, while the results om from the FlexE-aware and

FlexE-terminal architectures are the same and they ardesmal
IV. PERFORMANCECOMPARISONS than that from the FlexE-unaware one. Hence, for “FlexE
In this section, we run simulations to explore the mutual WDM”, the only advantage of FlexE-aware and FlexE-
benefits of integrating FlexE with EON. Specifically, wdaerminal over FlexE-unaware is that they can reduce theadast
solve the MILP models designed above to obtain the exampacity on transponders, but FlexE-aware and FlexE-teimi
solutions of the network designs for both “FlexE + EON” angherform exactly the same. This suggests that the flexibility
“FlexE + WDM". The MILP models are implemented with theprovided by FlexE-aware and FlexE-terminal can hardly be
GNU linear programming kit (GLPK), and they are solved ifiully explored due to the fixed-grid transmission scheme.
MATLAB R2017a. The computing environment is a computer On the other hand, when “FlexE + EON” is considered,
with 2.93 GHz Intel Core i3 CPU and 6 GB RAM. FlexE-terminal performs better than FlexE-aware and they
Table | shows the simulation parameters. The EON usksth outperform FlexE-unaware in terms of all the metrics
the 14-node NSFNET topology [12], where each fiber linin Table Il. Moreover, if we fix the FlexE architecture and
is assumed to carry sufficient spectrum resources for tbempare “FlexE + EON” with “FlexE + WDM", it can be
accommodating all the flows generated by the FlexE clierdsen that for both FlexE-aware and FlexE-terminal, “FlexE
and the degree of the nodes is witfin4]. For the client flows, + EON” requires less router cards, T-boxes and transponders
their bandwidth requirementsé€., {b;}) can be selected from while largely reducing the wasted capacity on transpondgrs



- TABLE IV
well. The results indicate that EON and FlexE can mutually RESULTS OF THETHIRD SCENARIO

benefit each other by maximizing their individual advantage
when FlexE-aware and FlexE-terminal are considered.

Light Traffic Load:b; € {10, 40, 50, 100} Gbps

TABLE Il Integration Avg. Router Avg. Avg. n
RESULTS OF THEFIRST SCENARIO Scheme Cards T-Boxes | BV-Ts
b; € {10,40, T - 25} Gbps,T € [1, §] FlexE-unaware - 1.73 2.73 5.09 | 0.2227
- WDM 1.73 2.73 5.09 0.0097
Integration Avg. Router Avg. Avg. " FlexE-aware EON 136 5736 318 | 00011
Scheme Cards T-Boxes | BV-Ts FlexE-terminal VI\Elgll\\l/l 1.173 2.273 ggg 888?1
FlexE-unaware - 1.75 3.13 5.63 | 0.1879 - . :
CloxE WDM 1.75 3.13 5.63 0.0238 Heavy Traffic Load; € {100, 150,200} Gbps
ext-aware I —paN 1.63 3 3.75 | 0.0053 FlexE-unaware| - 2 Z 78 | 02375
. WDM 1.75 3.13 5.63 0.0238 WDM 2 4 7.8 0
Flex-terminal \—g5y 150 525 | 3.75 | 0.0023 FlexB-aware 5 2 ) 4.8 0
. . . WDM 2 4 7.8 0
With the results in Tables Il and IV, we explore the FlexE-terminal —== > W W) 0

effect of the client flows’ bandwidth distribution on the . . . .
performance of the network designs. In both tables, we Cg(ﬁtween EONs and WDM networks |”n their integrations W'th

o . e exE, and evaluated “FlexE + EON” for the three architec-
see the similar trends observed in_Table I, verifying th%&res Simulation results showed that EON and FlexE can
the mutual benefits of integrating FlexE-aware and FlexE- ~~

terminal with EON would not vanish due to traffic distributio trglrjrtrldi!\)ll a?gnglrfsﬁjﬁg dOttEeeravgczrr:talzlz)s(E/\-/g\lljvl?jr?]o?r\]/inli:elﬁxfl;
changes. More importantly, the results in Tables II-1V sho ' g

that when comparing “FlexE + EON” with “FlexE + WDM” % traffic distribution changes, and integrating FlexBxtigral

the performance improvement achieved with FIexE-termin\é\{lIth EON WOUIC.I maximize their _m_u_tual benefits since it
ssesses the highest level of flexibility.

is always larger than that with FlexE-aware. This suggesq(s)
that the integration of FlexE-terminal and EON can mutually ACKNOWLEDGMENTS

benefit each other the most. Meanwhile, by comparing theThijs work was supported by the NSFC projects 61871357
results onn in Tables Il and IV, we observe that excepynd 61701472, CAS key project (QYZDY-SSW-JSC003), and
for FlexE-unawarey generally decreases with the bandwidtiyGBWMCN key project (20172X03001019-004).

granularity of client flows when other conditions are the aam
More specifically, in the heavy load case in Table W¢can
be zero for all the integrations related to FlexE-aware anfl] P. Lu et al, “Highly-efficient data migration and backup for big data
FlexE-terminal, which means that when the client flows only 32{?";;“3;5 ég_i?sg‘;;f’/gc;'. inter datacenter nensgrkEEE Netw
take {100, 150,200} Gbps, our MILP models ensure that the[2] “Flex Ethemet implementation agreement,” Optical elmietworking

capacity of all the allocated transponders are fully iz Forum, Mar. 2016. [Online]. Available: http://www.oifamicom/
TABLE IlI wp-content/uploads/OIF-FLEXE-01.0.pdf N

RESULTS OF THESECOND SCENARIO [3] A. Eira, A. Pereira, J. Pires, and J. Pedro, “On the efficye of

flexible Ethernet client architectures in optical trans$poetworks,” J.
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