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Abstract—Nowadays, with the fast development of backbone realizing efficient resource utilization and high qualdf-
networks, the performance monitoring and troubleshootingon  service (QoS) simultaneously.
IP-over-optical networks have become increasingly imposnt. The first demand can be fulfilled by incorporating the
However, a real-time monitoring scheme, which is programmhle . - . . . . h
to reveal the end-to-end multilayer information of an arbitrary technical innovations on fle?(lble-grld ela.stlc. optical wetks
flow in an IP-over-optical network, is still absent. Also, fa (EONSs) [7-10] and leveraging the symbiosis of IP and EON
such a monitoring scheme, how to balance the tradeoff betwee technologies to compose IP-over-EONs [11, 12]. However,
accuracy and overhead has not been studied yet. To addressijt is never an easy job to satisfy the second demand, since
these challenges, we design a P4-based flexible multilayer-i an efficient NC&M scheme needs systematic supports from
band network telemetry (ML-INT) system to visualize an IP- . A
over-optical network in realtime. Specifically, the flexibe ML- a few are_as [13], some _Of Whlch_are St'l_l In _dev_elopment.
INT scheme On|y selects a small portion of packets in an Here, an |mp0rtant but tr|Cky one IS the V|Sual|zat|0n Of IP-
IP flow to encode in-band network telemetry (INT) headers, over-optical networks for fine-grained performance mairiigp
while each INT header only contains a part of the statistics ® and troubleshooting [14]. The major challenge is that IP-
all the electrical/optical network elements (NEs) on the fla's over-optical networks are becoming more and more agile and

routing path. We design the packet processing pipelines for . .
the scghé)me, program g4-baseg hardw[;re progr%n?n?able data- programmable at the cost of increased complexity [15, 16].

plane (PDP) switches to implement the pipelines, develop tipal For both IP and optical networks, the investigations on
performance monitors that can cooperate with the PDP switcks performance monitoring and troubleshooting have a long his
to facilitate ML-INT, and implement a high-performance data tory. For instance, the simple network management protocol
analyzer that can extract, parse and analyze the INT data caied  (g\MP) [17] has been standardized a few decades ago for
by high-speed IP flows {.e., with an arrival rate up to 2 million . L .
packets per second (Mpps)). The whole flexible ML-INT system pul_lmg statistics frpm the n_etwork elementfs in an IP netwo_r
is experimentally demonstrated in a small-scale but real IRover-  While how to monitor metrics such as optical signal-to-rois
optical network testbed. The experimental results verify hat our  ratio (OSNR) and dispersion in an optical network has been
proposal only introduces very small overhead and can make # reviewed in [18, 19] more than a decade ago.
IP-over-optical network more visible in realtime for performance Although these techniques have been proven to be effective,
monitoring and troubleshooting. .
the recent advances on IP-over-optical networks have toug
Index Terms—IP-over-optical network, Multilayer in-band net-  in new challenges in three aspects. Firstly, the monitoring
work telemetry (ML-INT), Programmable data-plane (PDP). and troubleshooting on an IP-over-optical network showiti n
treat its IP and optical layers separately. For example, the
shrink on an IP flow's receiving bandwidth can be caused
by either the congestion in an intermediate IP router or the
ECENTLY, with the development of emerging networkOSNR degradation on a used lightpath. Hence, an effective
services, both the traffic and infrastructure of backbongultilayer monitoring scheme is necessary to find the real
networks are undergoing dramatic changes [1]. Specificaltpot-causes [20]. Secondly, considering the burstinessadn
the traffic has been not only growing exponentially in volumfic in today’s backbone networks, fine-grained and realtime
but also becoming increasingly bursty and dynamic [2, 3§, amnonitoring is desired [21-23]. Nevertheless, fine-graiaad
this has applied heavy pressure on the rigid IP-over-optigaaltime monitoring would lead to unbearable complexitd an
infrastructure of backbone networks [4-6]. Thereforeywoek flood the NC&M system with tremendous status data [24—26],
operators first need a much more flexible network architectut it is based on a centralized scheme. Lastly but not thet,leas
that can build dynamic lightpaths adaptively in the opticahe monitoring scheme should be programmable to reveal the
layer for time-variant traffic flows in the IP layer, and thernd-to-end information of an arbitrary flow with high acatya
require an effective network control and management (NC&Mhd minimum overhead.
scheme that can make intelligent and timely decisions toThe last two challenges can be addressed by leveraging the
groom and route the traffic flows over the lightpaths foh-band network telemetry (INT) [27], which was designed
based on a programming protocol-independent packet pro-
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the best of our knowledge, there is no reference design I® networks,e.g, SNMP [17] and NetFlow [30]. As these
resolve the first challenge, since multilayer monitoringat&e monitoring approaches are centralized and use periodingol
to collect comprehensive and realtime statistics reggrdito collect network status from NEs, they have a few limi-
both electrical/optical network elements (NES) on an aabjt tations. Firstly, the polling-based data collection camdha
flow’s routing path. Although optical parameters can belgasireveal the network status in realtime. Secondly, the ckrng
collected with a few techniques [29], how to merge thmechanism has scalability issues, since flooding of stedtss d
results with IP network statistics and encode them to realito the centralized NC&M system will happen if the polling
multilayer INT (ML-INT) is a challenging problem. Note interval is too small and/or the NEs in the network are many.
that, only extending the INT header fields defined in [27] tbastly but most importantly, they can hardly operate at the
include optical parameters is far from enough. This is beeauflow-level granularity to provide the end-to-end infornoeti
encoding the statistics of all the electrical/optical NEs & regarding an arbitrary flow with high accuracy.
path as INT fields and inserting them in packet headers wouldTherefore, people considered in-band monitoring schemes
lead to excessive bandwidth overheads. as alternatives. For instance, NetSight [31] was desigped t
In this paper, we design and experimentally demonstratecapture every packet processing procedure for easing trou-
P4-based flexible ML-INT system to resolve the aforemeileshooting. The invention of P4-based PDP [28] has boosted
tioned issues and to visualize an IP-over-optical network up the research and development on in-band monitoring [32]
realtime. Specifically, we design a flexible ML-INT schemand eventually led to the publication of INT specificatioid].2
that uses a fixed sampling scheme to select a small portibis promising to see that P4-based INT can be implemented
of packets in an IP flow according to a preset sampling rab& hardware PDP switches to make every packet processing
and encodes INT headers on them. Each INT header owigible at a line-rate 000 Gbps [33], and this motivates us
contains a part of the statistics of all the electricalfogiti to realize ML-INT with the help of hardware PDP switches.
NEs on the flow's routing path. This method can not only The optical performance monitoring schemes have been
minimize the total bandwidth overhead of INT but also greatlsurveyed in [18, 29], and they provide us with the enabling
reduce the length of the INT header on each INT packet ( techniques to design our flexible ML-INT. However, none
a packet that carries an INT header). The rationale behisd tbf these studies has considered how to integrate optical
selective insertion is that the line-rate of a backbone ogtis  performance monitoring and the INT for IP networks for
usually very highi(e., 10 Gbps and beyond) and thus samplingealizing ML-INT. Recently, the authors of [34] have desdn
network status per-packet would not be necessary. and demonstrated an interesting optical layer telemetry se
The major contributions of this work are as follows. vice, which utilized the gPRC protocol to enable on-demand

« We design the packet processing pipelines for the flexipieaming of realtime monitoring results that were dynafhjc
ML-INT scheme, and program P4-based hardware ppoietrieved from a configurable set of optical NEs. Nevertsgle

switches to implement the pipelines. they only focused on how to deliver the realtime monitoring
« We develop optical performance monitors that can coofsults but did not consider the actual data collection fher t
erate with the PDP switches to facilitate ML-INT. optical layer telemetry service. Moreover, as their telgyne

« We implement a high-performance data analyzer that c&frvice is not multilayer-capable, it can hardly revealehd-
extract, parse and analyze the INT data carried by higt-end information of an arbitrary IP flow in realtime and hwit
speed IP flowsi(e., with data-rates up ta0 Gbps). high accuracy. POINT [35] is the only known system that has

« We build a small-scale but real IP-over-optical netconsidered ML-INT, but as it did not try to insert INT headers
work testbed, which includes P4-based PDP switch#spackets in a flexible and selective manner, its INT packets
as the IP layer and establishes its optical layer wiPuld have excessively long packet headers. In other words,
bandwidth-variable wavelength selective switches (B\Jhe overhead due to ML-INT was not optimized in POINT.
WSS"), erbium-doped fiber amplifiers (EDFAs) and fiber
links, and use it to demonstrate the effectiveness of our I1l. SYSTEM DESIGN
ﬂexibl(_a ML-INT scheme .experimentally. __A. System Architecture

« Experimental results verify that our proposal only intro-
duces very small overhead to visualize the IP-over-opticaIFig- 1(a) shows the overall architecture of our flexible ML-
network in realtime for monitoring and troubleshooting!NT System, which resides in an IP-over-optical network.

The rest of the paper is organized as follows. Section '|'|he IP layer consists of P4-based PDP switches and client

briefly reviews the related work. We describe the archilnectuhOStS’ where the PDP switches are interconnected by the

of the flexible ML-INT system and its operation principle inlightpaths established in the optical layer. We design thekpt

Section Ill, while the system implementation is presented Processing pipelines for the flexible ML-INT and implement

Section IV. The experimental demonstrations are discu'mseoﬂr_emt 'E thte PDIIID bswqchels. -(Ij—h'en,l\/llﬁ_a}rlll'll'P tfrl]ow_ between t\g/o
Section V. Finally, Section VI summarizes the paper. client hosts witl be involved In - T, ne Ingress an
subsequent PDP switches on its routing path will select a

portion of the flow’s packets according to a preset sampling

rate and insert INT fields in them (as illustrated in Fig. L(a)
In earlier days of the Internet, people have designed andEach INT field contains a required statistic of an electrical

standardized a few out-of-band monitoring approaches for optical NE on the flow’s pathg.g, the packet forwarding

IIl. RELATED WORK
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Fig. 1. System architecture of flexible ML-INT system, BV-W&:SBandwidth-variable wavelength selective switch, OPMuti€al performance monitor,
OCM: Flex-grid high resolution optical channel monitor, MINT DB: Multilayer INT database, Spec-DB: Optical spectrulatabase.

latency in a PDP switch or the OSNR of a lightpath at the inpdata from the OCM, analyzes it to identify the lightpaths,
port of a BV-WSS. Hence, even though not all the packegxtracts the lightpaths’ optical parameters, and storesth
contain INT fields (e, not all the packets are INT packets)n the spectrum database (Spec-DB). Meanwhile, the OCM
and an INT packet only includes a fragment of the requiredgent also communicates with the Optical INT module in
statistics regarding all the electrical/optical NEs on fllog’'s a PDP switch using TCP and responds to the requests for
path, a complete and realtime view about all the NEs on thightpaths’ optical parameters in realtime.
path can be got after aggregating the INT fields in different Each PDP switch can be programmed with the P4 language
INT packets. Here, to make the ML-INT transparent to clierj28] to define packet processing pipelines in its forwarding
hosts, the egress PDP switch converts the INT packets batdware, and it is the key enabling NE of our flexible ML-
to regular ones by removing all the INT fields in them, whiléNT system. In addition to the Optical INT module, we also
the INT packets are simultaneously sent to a homemade diat@lement a Packet INT module in each PDP switch to collect
analyzer for data aggregation, analysis and storage. the statistics of an arbitrary flow going through the switoh i

For the optical layer, we consider an EON and build it withealtime. The statistics regarding the IP and optical lsyee
BV-WSS’ (i.e,, for routing and spectrum assignment (RSAxggregated by the INT Agent, while the packet processing
[36—-38]) and fiber links with inline EDFAs. To facilitate ML- pipelines are customized to define: 1) the sampling rate for
INT, we implement an optical performance monitor (OPMINT insertion, 2) the maximum number of INT fields that can
on each BV-WSS to collect parameters of the lightpaths tha¢ inserted in an INT packet, 3) the electrical/optical NEs
go through it. We also design the interface between an ORNht are selected for statistic collection, and 4) the negli
and the PDP switch that directly connects to it, such that tlseatistics of each selected NE.
PDP switch can poll the OPM in realtime and request for the When an INT packet reaches the egress switch on its routing
optical parameters of an arbitrary lightpath going throitgh path, it will be mirrored to the data analyzer and converted
BV-WSS. For ML-INT, each PDP switch can collect a flow'dback to a regular one before being sent to the client hogt, als
statistics in realtime, such as its input/output portsgtarof by the switch’s packet processing pipelines. In our flexible
the packet queue for it, and its latency through the switcML-INT systems, we consider two types of PDP switches,
while each OPM is based on optical spectrum analysis ltinux servers equipped with P4-enabled SmartNICs [40] and
obtain the optical information of a lightpath, includingeth programmable ASIC switches [33], and design proper packet
OSNR, input/output power, and central wavelength. processing pipelines according to their operation prilesip

The detailed architectures inside the data analyzer, PDPThe data analyzer is homemade and runs on a Linux server.
switch, and OPM and the interactions among them are plott8gdecifically, we optimize its design and implementation to
in Fig. 1(b). The OPM taps optical signal from the inpuensure that it can receive high-throughput INT packets, (
ports of its BV-WSS for performance monitoring. Here, taip to 2 million packets per second) and parse the INT fields
achieve high resolution optical spectrum analysis, wedbuiin them correctly, for extracting the statistics of the IRdan
the OPM based on a flex-grid high resolution optical channeptical layers to store in the ML-INT database (ML-INT DB).
monitor (OCM) [39]. The OCM Agent gets optical spectruniNote that, there could be multiple data analyzers in thelflexi
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Fig. 2. Packet format for realizing flexible ML-INT.

ML-INT system, each of which is placed close to an edgeackets from normal ones. To achieve this, we leverage the
switch in the IP layer. Hence, the data analyzers operate im@Sfield in IP header, which is set &s:5¢ in an INT packet.
distributed manner to cover the ML-INT for different flows, To realize the flexible ML-INT, we design the packet
i.e,, improving the scalability of performance monitoring anghrocessing pipelines as shown in Fig. 3, program them with
troubleshooting. Specifically, as they can visualize thever- the P4 language, and implement the programs in the PDP
optical network in realtime to see how the flows are handlesvitches. When a packet from a client host first enters the
end-to-end, they only need to feed very digested netwoliR-over-optical network, it encounters the ingress PDRawi
status to the centralized NC&M and let it invoke networkvhose packet processing pipeline is shown in Fig. 3(a). The
reconfiguration when necessary. pipeline first uses a parser to identify the concerned fieids i
the packet, and then the match-action table checks the f@lds
determine whether the packet is in a flow that has been sdlecte

B. Operation Principle ; y
our flexible ML-INT ¢ | the INT K for ML-INT. Note that, which flows need the ML-INT service
ur fiexible VL sSystem fleverages the TN' pac er decided by the network operator according to the flows’
format defined in [27] with some extensions. Specifically, w 0S requirements and network status. If not selected for ML-
insert an INT header after the TCP/UDP header of an IP pac b the packet is directly sent to the forwarder, which will
and convert it to an INT packet. The INT header consists of a . : .
) . . nd it to the next hop. Otherwise, the packet assed to the
INT Info field and an INT data stack that includes a series ! xt hop WS P 'S pass

\ I . T selection module through the packet buffer.
INT Fields as shown in Fig. 2. Here, tHBIT Info contains the The INT selection module obtains tokens from the INT

Lﬂformat|gn ab]:l) :ltTthFe' IET tT]e?dhe " suk():h as _|ts VF:‘{YSC;OH ngn:ﬁngiter to realize selective INT header insertion, whichamse
€ number o I€lds that have been Inserted, an at the frequency of token generation in the INT arbiter

remaining space for motié(T Fields.. In an INT packet, each determines the sampling rate of the selective insertiomenTh

INT.F|eId In its I.NT data_ stack cqrresponds to a hqp on 'tﬁ1e packet will be sent to the forwarder if no token has been
routing p?‘”" which con_S|st$ of a I'ghtp"’.lth n the opticyela generated, and will be inserted with an INT header, otherwis
and the lightpath's destination PDP switch in the IP layer. The INT arbiter also determines the type of the statisties, (

th SlnlcetMLI/INI_ czTnNIc_::oII_ectthmEInple statistics tl(l) TrfﬁztorlNT type) to be encoded in theNT Field, while the actual
N ebec rlfcatotp ![.ca th ? n E (_)p,IV\(/je gmp:;;apy- Ild ¢ values of the statistics are given by the INT Agent. Finally,
number of stalistics that can be Included in €010 the forwarder sends the INT packet to the next hop.

its sma_lleft FOSS'I?\:‘_T_ \r/]alug:.e{., Itzwo)t,htotavmdt gt)_e?era_tlﬂgman The pipeline for an intermediate PDP switch on the flow’s
?(clgsswey_ ong dat ?Ia er.t or ﬂéN_‘f[V%SIS 'Sf'fﬁ mPDP routing path is simpler, as illustrated in Fig. 3(b). Herfteia
1€ld, one 1S mandatorily S€t as e of the the parser, the pipeline first determines whether the pdsket

switch that inserts it, and the other can be flexibly select%ﬁi| INT one. If yes, the INT insertion module will insert an
from all the supported statistics regarding electricdlfab INT Field in the paé:ket according to the INT types from the
NEs. If the number of the required statistics of a hop is tw,

tem distributes them in diff ¢ INT K T arbiter. For the egress PDP switch, its pipeline in Fig.
or more, our system distributes them in ditteren pas eE(c) is similar as that of an intermediate switch, except for
and leaves the data aggregation to the data analyzer.

: the duplicator and INT removal module placed after the INT
f T.rl])?re'{/?ﬁ’pre ”;”— headlzr Oft t()aaclh INTtr?aCl;Et t'nfo%sertion module. The duplicator mirrors each INT packet a
exibie IL- system would not be fonger than that of aly, o N1 removal module then deletes the INT header on each

INT packet in the traditior_1a| single-layer INT system [2_7]|N packet before forwarding it to a client host. Meanwhile,
and as long as the sampling schemes are properly des'g%g'mirrored INT packet is sent to the data analyzer.
our system can collect network statistics timely and realiz

o . . . Note that, the INT arbiter is important in our packet pro-
performance monitoring in realtime. Meanwhile, since our,

¢ d L t the INT header t h ket ssing pipelines for ML-INT. Specifically, in a PDP switch,
system does not insert the eader 1o each packel I g.n \-INT flow is identified by and associated with an INT
flow, we need an indicator in the IP header to distinguish IN

rbiter. In an ingress PDP switch, every INT arbiter cossist
lgefore inserting an INT header in a packet, each PDP switch wOf three registers. The first register is the counter to @cor
hypothetically check whether the length of the packet afterinsertion would the number of packets that an ML-INT flow has transmitted,
be Ionger than the‘ maximum transmissic_m unit (MTU) of itsneek. If Yes, the second one is in charge of generating tokens for the ML-
the switch will not insert the INT header in the packet andesiéne operation . ; . .
INT flow according to a selection ratio, while the last one

for the next packet that is short enough. This helps us av@dcomplexity k ' " )
from packet fragmentation and concatenation. determines which INT type should be inserted into an ML-INT



v

No

\ 4

Match-Action Table
(In flows selected for ML-INT?)

N Packet INT INT
Packets Yes Buffer Selection Insertion =]
Parser N
Token

INT
Packet Metadata ‘ INT Types
Packet Processing Pipeline
INT Agent
(a) -

No

Forwarder

v

Match-Action Table
> (an INT packet?)

Packet P INT FemErEr
Yes Buffer Insertion

Parser A

Packet Metadata Ry |
Arbiter | INT Types
Packet Processing Pipeline
INT Agent

(b)

Packets

> Client Host
No - >

Match-Action Table Paakat NT INT
Packets =>»{ (an INT packet?) _ﬁ Buffer F) Insertion = Duplicator _>‘ Removal orwarder| DataAn>aIyzer
Parser Yes N
INT
Packet Metadata Arbiter [ INT Types
Packet Processing Pipeline
INT Agent
©

Fig. 3. Packet processing pipelines designed for realifliexjble ML-INT in (a) the ingress switch, (b) an intermediawitch, and (c) the egress switch.

packet. On the other hand, in intermediate and egress ®sitch Resource Type Usage (%)
each INT arbiter only includes two registers, where thestegi Local Memory 54.65
for generating tokens is omitted. Here, the counters will be Cluster Local Scratch Storage 2874
queried periodically, and if the system finds that a counsesr h e 25.01
not been updated since the last query, the corresponding INT
arbiter will be cleared and recycled. Meanwhile, our design Internal Memory 18.03
also supports the readjustment of the flexible ML-INT scheme ExtemaliMemony S
of each flow {.e,, the sampling rate of selective INT header (a)
insertion and the required statistics in each hop) at rusmtim
This is because we design the INT arbiter such that it can be : T } SRAM
updated during the runtime of each PDP switch, without being
taken offline for recompilation. CEEEEE PR b e P B | Toam
IV. IMPLEMENTATION
SRAM

As we have explained before, each PDP switch in our ]
flexible ML-INT system can be either a Linux server equipped FFEFFEH) PR R R FEFEe R ) eam
with P4-enabled SmartNICs or a programmable ASIC switch. 6 7 8 9 10 1
The SmartNICs are based on NFP-4000 network processor (b)

units (NPUSs) that can be programmed by both P4 and Micro C,

while the programmable ASIC switch is actually the Tbps Fig. 4. Memory resource utilizations of our ML-INT implentation on (a)

Barefoot switch with a Tofino ASIC that can be programmegmaNIC, and (b) programmable ASIC switch.

by P4. The table in Fig. 4(a) summarizes the resource usage

of our implementation on a SmartNICe., how much space

in percentage our implementation uses on different types shall amount of static random-access memory (SRAM) and

memory/storage in the SmartNIC. It can be seen that ot@rnary content-addressable memory (TCAM) in the first six

implementation still leaves plenty of memory/storage spastages on the Tofino ASIC. The hardware of the OPM is

on the SmartNIC for other applications. based on an OCM, while we program its software pa€.,(
Fig. 4(b) shows the resource utilization of our implemerthe OCM Agent and Spec-DB in Fig. 1(b)) with Python. The

tation in a Tofino ASIC, which indicates that we only us®ptical INT module and INT Agent in each PDP switch are



also programmed with Python, and they run in the operatiigs been extended for being able to parse the new header fields
system of the switch. The INT Agent provides the latest @pticintroduced for ML-INT.
parameters of a concerned lightpath to the switch’'s packetWe can see that three of the six captured packets are
processing pipeline through internal APIs. We implemeet tHNT packets, which confirms the correct implementation of
data analyzer with the C language based on the Libpcap [44élective INT header insertion. Also, if we look into an INT
packet, we observe that if®Sfield in IP header has been set
as0zx5c. Then, to see the detailed INT headers, we expand the
Wireshark captures of the three INT packets and list thdtsesu
The setup used for experimental demonstrations is showniinFigs. 6(b)-6(d), respectively. It can be seen that in tiokli
Fig. 5. Here, the optical layer is an EON, where each opticg) the mandatory INT data oBwitch IDs the second INT data
node is built with the commercial9 BV-WSS' that operates has different types in the three INT packets. Moreover, if we
within [1528.43,1566.88] nm and has a bandwidth allocationaggregate the data in the INT fields in the INT packets, we
granularity of12.5 GHz, while each optical link is a fiber link can get the input port and packet queuing latency of the flow
with an inline EDFA. The PDP switches in the IP layer argn Switch1, and the packet queuing latency of the flow on
equiped with 10GbE optical ports, and thus each lightpath witch2 and the OSNR and input power bightpath A-B,
the optical layer has a capacity of 10 Gbps. We emulate tgich is exactly as we programmed.
client hosts with a commercial traffic generator/analy@ar Next, we keep the ML-INT scheme but pump packets with
experimental demonstrations include two parts. We firsfer different sizes at a rate of one million packets per second
the proposed functionalities of our flexible ML-INT systenyi.e, 1 Mpps) through the routing path. We set the sampling
have been implemented correctly. Then, we utilize two usgate of the selective INT header insertion £%0.1,0.5,1},
cases of the flexible ML-INT system to explain the benefitgnd measure the receiving bandwidth at the outpuBwitch
of visualizing an IP-over-optical network in realtime. 2 to investigate the bandwidth overhead of the flexible ML-
INT. Figs. 7(a) and 7(b) show the results about the bandwidth
it 3: i and ML-INT overhead at the output &witch2, respectively,
r © when different initial packet sizes.€., the size of a packet
Jiix L without the INT header) are used. Here, we define the ML-
1 /E 0 T ¢ INT overhead as the ratio between the bandwidth used by INT

V. EXPERIMENTAL DEMONSTRATIONS

2

& headers and the overall bandwidth. The results indicateotira
T| / flexible ML-INT system can reduce the bandwidth overhead
g-g_/\ due to INT greatly. Specially, the worst ML-INT overhead is
= A 30.4%, which happens when the initial packet sizé4sbytes
| and we use a sampling rate of 1 to insert an INT header in
L E ) each packet, while for the packets whose initial sizes2&afe
e eg P bytes or larger, the ML-INT overhead is very small and can
be ignored even when the sampling rate is 1.
15 Host Finally, we verify the performance of the data analyzer. We
—— Fiber 0% optical Performance Monitor —— LightPath - fix the packet rate at 2 Mpps, select the sampling raté,as
and run the experiments for 20 seconds. The realtime &tatist
Fig. 5. IP-over-optical network testbed used for experiaedemonstrations. regarding the packet queuing latency of the flowSQwitch3
and the OSNR and power bightpath B-C are plotted in Figs.
8(a)-8(c), respectively. The data analyzer works coryetc!
deliver continuous ML-INT data regarding the latency thgbu
Switch 3, and the power and OSNR afghtpath B-C, even
To verify the functionalities of our proposed system, wehen the arrival rate of INT packets is 2 Mpps.
connect the source and destination client hostSwatchesl
and 3 in the IP layer, respectively, and set up two lightpaths . . .
in the optical Iaye)r/i(e., A-pB and L)?/-C) to connpeclSWit?:h;s B. Visualizing IP-over-Optical Network for Troubleshoui
1 and 2 andSwitches2 and 3, respectively. Hence, the IP To further demonstrate the benefits and effectiveness of
flow between the client hosts usBwitchesl-3 as the ingress, our flexible ML-INT system, we perform experiments on
intermediate, and egress switches, respectively. Thersete three use-cases to visualize the IP-over-optical netwaork i
the sampling rate of selective INT header insertion as Orgaltime for troubleshooting. The routing path of the floayst
and make the ML-INT scheme to collect the input port andnchanged, but we add background flows and lightpaths in the
packet queuing latency of the flow dBwitch 1, the packet testbed. Meanwhile, to minimize the bandwidth overhead, we
queuing latency of the flow and the OSNR and input poweet the sampling rate of selective INT header insertion @%.0.
of Lightpath A- B on Switch2, and the packet queuing latency 1) First Use-case:We inject background flows &witch2
of the flow and the OSNR and input powerldgfihtpath B-C'  with a total capacity of 8 Gbps, and make them sHangtch
on Switch3. Fig. 6(a) shows six consecutive packets captur@dand Lightpath B-C' with our concerned flow fronBwitch
at the output oSwitch2 with Wireshark. Here, the Wireshark1 to Switch3. Both the background and concerned flows are

@ BV-WSS gy P4-based PDP Switch EDFA

A. Verification of Functionalities



Destination

No.

Source

Protocc Lengt| Info

1 0.0000000080 .0.0.1 .0.0. 88 INT packet! The INT hop: 2
2 0.100015349 10.0.0.1 10.0.0.100 UDP 60 6656 - 8888 Len=18

INT Packets {¢& 3 0.200032079 10.8.0.1 10.8.0.100 INT 88 INT packet! The INT hop: 2
4 0.300046931 10.0.0.1 10.0.0.100 UDP 60 6656 — 8888 Len=18

< 5 0.400055402 10.0.0.1 10.0.0.100 INT 88 INT packet! The INT hop: 2
6 0.500011196 10.0.0.1 10.0.0.100 UDP 60 6666 - 8888 Len=18

» Frame 1: B8 bytes on wire (704 bits),

88 bytes captured (704 bits) on interface 0

» Ethernet II, Src: G0:00:00 00:00:02 (00:00:00:00:00:02), Dst: 00:00:00_00:00:01 (O0:00:00:00:00:01)

« INT Protocol -
IP_header: 495

4d20000711122050a00000102000064

UDP_header: lala2zb800
« INT info
INT_Info: 0100080040040802 ToS
» INT data
(a)
- INT info = INT info ~ INT 1nfo
INT_Info: 010008004004080200000000 INT_Info: ©10008004004080211000000 INT_Info: 010008004004080202000000
~ INT data ~ INT data ~ INT data
~ hop2 - hep2 ~ hop2
switchid: 0000001 switchid: 0ooooofl switchid: 000000f1
latency: deboo@s2 power: 80000078 osnr: 800000b4
~ hopl = hopl ~ hopl

switchid: 00000001

swltchid: 00000001

swiltchid: 000DOOO1
inport: 50000000 latency: S000024e 1nport: 20000000

(b) (c) (d)

Fig. 6. Wireshark captures to verify functionalities of dlexible ML-INT system, (a) packets captured at tBeitch2, (b) INT header of the first INT
packet, (c) INT header of the second INT packet, and (d) INddee of the third INT packet.

Il sampling Rate = 0
[ Sampling Rate = 0.1
[ISampling Rate = 0.5
Il sampling Rate = 1.0

based on TCP. The capacity of the concerned flow is 1.1 Gbps
att = 0, and changes to 2.2, 4.4, 2.2, and 1.1 Gbps at

18, 34, 45, and 60 seconds, respectively. Hence, we expect
Switch2 to be slightly congested withifi8, 34] and [45, 60]
seconds and to be heavily congested wit}3iy, 45] seconds.

We program the flexible ML-INT system to collect the packet
gueuing latency aBwitchesl-3, and plot the results from the
data analyzer in Figs. 9(a)-9(c).

Meanwhile, to verify the correctness of the measurements
from our flexible ML-INT system, we use the commercial
traffic analyzer to measure the end-to-end latency of the flow
and show the results in Fig. 9(d). We observe that among
the three switches, onl$witch2 has significantly-increased
queuing latency durindl8, 60] seconds (in Fig. 9(b)), which
follows the same trend as that of the end-to-end latency in
Fig. 9(d). Hence, the results indicate that there is cofgest
on Switch2 during[18, 60] seconds.

Moreover, the results in Fig. 9(b) also indicate that the
latencies durind18, 34] and [45, 60] seconds are shorter than
that within [34, 45] seconds. This is because the congestion is
severer during34, 45] seconds. Specifically, the PDP switches
provide different latencies when they are experiencintedif
ent levels of congestion, according to our experimentso Als
the latency from a PDP switch includes both the queuing ard. 7. Measurements at the output $Witch 2 regarding (a) bandwidth,
processing latencies, and the latter also increases when c@d (b) ML-INT overhead, when different initial packet sizand sampling

. .. . rates are considered.
gestion occurs. This is the reason why the latency diffexenc
between the high and low congestion levels in Bigp) is not
the same as that in Fi@(d). To this end, we can see that our
system can detect not only the occurrences of congestionuimexpected power loss amghtpathB-C aftert = 32 seconds.
the IP layer but also their locations and severities. We still collect the packet queuing latency&witchesl-3 (in

2) Second Use-casale set the capacity of the concernedrigs. 10(a)-10(c)), and moreover, the power levels of the tw
flow as 8 Gbps, and make sure that there is no exceptigghtpaths terminated awitches2 and 3 are also collected
in the IP layer. The IP-over-optical network will experienc(in Figs. 10(d) and 10(e)) for troubleshooting. Meanwhile,
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2 ‘ ‘ ] the IP-layer, but the IP-over-optical network will experie
unexpected power and OSNR changes onliightpath B-C
aftert = 66 seconds. The results on the packet queuing latency
15 at Switchesl-3 are plotted in Figs. 11(a)-11(c), respectively,
which indicate that the PDP switches in the IP layer do
not encounter any congestion. Meanwhile, the optical layer
5 information regarding the lightpath terminatedsatitch2 also
does not show any exception in Fig. 11(d) either. However,
% s 10 15 20 the end-to-end bandwidth measurement in Fig. 11(f) suggest
Time (seconds) that the IP flow experiences significant bandwidth decreases
(a) aftert = 66 seconds. These exceptions should be attributed
5 ‘ ; . to the unexpected power and OSNR changes on the lightpath
terminated aSwitch3 (i.e., Lightpath B-C), as shown in Fig.
-10 11(e). Nevertheless, since the power and OSNRigltpath
B-C change constantly throughout the experiment, we cannot
-15 use a simple threshold-based mechanism to identify theaorm
and abnormal zones of the lightpath’s operation.
20 Because our ML-INT system can reveal the time and spatial
correlations among the statistics collected from both Eharid
25 : = - - optical layers, we can mgke it _consider_more cc_)mbinations of
Time (seconds) OSNR a_n_d power a_nd |_nvest|gate their cqmbmed effect on
(b) the receiving bandwidth in the IP layer. This can be done in
advance, and we store the measurements as historical INT dat
- —— (as shown in Fig. 11(h)). Then, based on the data analytics in
Fig. 11(h), we can easily identify the abnormal zones in Fig.
11(g) for the operation ofightpath B-C, i.e., Zonesl and 2.
2 Hence, we can see that since our ML-INT system can reveal
15 the time and spatial correlations among the statisticectatl
10 from an IP-over-optical network, it can be easily integdate
5 with data analytics schemes to detect relatively compditat
exceptions and identify and locate their root causes.
0 5 10 15 20 Note that, even though these three use-cases are relatively
Time (seconds) simple, they do verify the effectiveness of our flexible MYl
() system on visualizing the IP-over-optical network in rigadt
Fig. 8. Realtime statistics provided by the data analyzganding (a) packet for troubleshooting. More |mportantly, the r_;maly5|s of the
queuing latency througBwitch3, and (b) power and (c) OSNR efghtpath  data and the troubleshooting based on it are conducted by
B-C, when the arrival rate of INT packets is 2 Mpps. the data analyzer without any involvement of the centrdlize
NC&M, which will be informed only after a failure’s root-
cause having been located. This suggests that our proparsal ¢
we measure the end-to-end bandwidth of the flow with thghieve on-demand, fine-grained, and distributed perfooma
commercial traffic analyzer and show the results in Fig.)10(imonitoring to provide the end-to-end information regagcm
The latency results in Figs. 10(a)-10(c) confirm that themed  arbitrary flow in the IP-over-optical network, without cang
traffic congestion in the IP layer, but the end-to-end badtwi any additional complexity on the centralized NC&M.
in Fig. 10(f) shows dramatic drops after= 32 seconds.
Switch2 uses the programmable ASIC switch, and due to VI. CONCLUSION
its superior packet processing performance, the packetioggie In this work, we designed a P4-based flexible ML-INT
latency in it (Fig. 10(b)) is much shorter than thoseSimitches system to visualize IP-over-optical networks in realtimi@re
1 and 3 that use SmartNICs (Figs. 10(a) and 10(c)). As thegpecifically, we selectively inserted INT data in the paskait
is no congestion in the IP layer, we need to debug the opticatlow to not only minimize the total bandwidth used for INT
layer by checking the power results in Figs. 10(d) and 10(dyut also greatly reduce the length of the INT header on each
Although the results in Fig. 10(d) indicate that the poweele INT packet. The flexible ML-INT system was experimentally
of Lightpath A-B is normal, Fig. 10(d) shows that there isdlemonstrated in a small-scale but real IP-over-opticaloekt
a sudden power drop @t= 32 seconds oriightpath B-C, testbed, which included P4-based PDP switches as the IP laye
which coincides with the bandwidth drop in Fig. 10(f). Tosthiand built its optical layer with BV-WSS’, EDFAs and fiber
end, we can infer that the sudden drop on the flow’s end-to-eliriks. The experimental results verified that the INT ovaithe
bandwidth is due to the power drop dightpath B-C. of our proposal is very small while it does make an IP-
3) Third Use-case: We still keep the capacity of the over-optical network more visible in realtime for perfonnca
concerned flow as 8 Gbps. There will be no exception monitoring and troubleshooting.

Latency through Switch 3 (us)

Power (dBm)




s
N}
S

Latency through Switch 1 (us)

s
I}
3

=)

3
=)
3

@

3
©
3

@

3
=3
3

Normal Normal

Exception

IS

S
IS
S

N

S
N
S

1
I
1

Latency through Switch 2 (us)

o
o

20 40 60 80

Time (seconds)

(b)

60

o

20 40

Time (seconds)

(a)

Latency through Switch 3 (us)

s
I}
S

=]
S

©
S

@
S

IS
S

N
S

w
&
S

u
©
S
3

N
o
S

Exception Normal

o

End-to-End Latency (us)

40 80

Time (seconds)

(©

20 60 80 0

20

40
Time (seconds)

()

Fig. 9. Results for the first use-case, (a) packet queuirmdstatSwitch1, (b) packet queuing latency Stwitch2, (c) packet queuing latency Switch3,
and (d) end-to-end latency measured by commercial trafiidyaer.
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