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Abstract—We present a network nervous system (NNS) that
leverages hybrid centralized/distributed processing to achieve au-
tomatic and effective network control and management (NC&M)
for realizing artificial intelligence (AI) assisted service provision-
ing in IP over elastic optical networks (IPoEONs).

Index Terms—Artificial intelligence (AI), Multilayer in-band
network telemetry (ML-INT), Elastic optical networks (EONs),
Performance monitoring and troubleshooting.

I. INTRODUCTION

Recently, to adapt to the fast development of emerging
network services (e.g., data analytics, network function vir-
tualization (NFV), and 5G-based network slicing) [1–6], the
infrastructure of optical backbone networks are undergoing
dramatic changes [7]. Therefore, research efforts have been
focused on developing flexible network architectures that
support dynamic lightpath establishment in the optical layer
with high spectral efficiency, for delivering highly dynamic
and bursty IP traffic. Consequently, flexible-grid elastic optical
networks (EONs) have attracted intensive research interests
[8–13], and composing IP-over-EONs (IPoEONs) becomes
appealing as they can seamlessly integrate the advantages of
IP and EON technologies [14–17]. Meanwhile, the enhanced
flexibility provided by IPoEONs would make it more challeng-
ing to design an effective and automatic network control and
management (NC&M) scheme. More importantly, the various
network services running in an IPoEON would require the
NC&M scheme to make intelligent and timely decisions such
that IP flows belonging to different services can be groomed
and routed over the underlying lightpaths cost-effectively,
to ensure not only high bandwidth utilization but also high
quality-of-service (QoS) [18]. However, how to realize such an
NC&M scheme is still an open question and both the academia
and industry are working on it.

The centralized NC&M provided by software-defined net-
working (SDN) [19, 20] can greatly improve the programma-
bility and flexibility of IPoEONs [21]. Nevertheless, how to ef-
ficiently manage the IP and EON layers in an software-defined
IPoEON (SD-IPoEON) and respond proactively to network
status changes for guaranteeing stringent QoS requirements
from network services, still needs further exploration. In this
paper, we explain our design of a network nervous system
(NNS) that can not only perform fine-grained performance
monitoring and troubleshooting to visualize an IPoEON in
realtime but also leverage the monitoring results to address

network status changes and specific needs of network services
proactively. Specifically, the NNS is mainly based on two
innovations: 1) a flexible multilayer in-band network telemetry
(ML-INT) scheme to monitor an IPoEON in realtime, and 2)
an AI-assisted NC&M framework that utilizes hybrid central-
ized/distributed processing to analyze the telemetry data for
achieving application-aware service provisioning.

The rest of the paper is organized as follows. Section II
explains the operation principle of the ML-INT scheme. The
design of the AI-assisted NC&M framework is described in
Section III. Finally, Section IV summarizes the paper.

II. MULTILAYER IN-BAND NETWORK TELEMETRY

Our ML-INT scheme [22] utilizes the idea of in-band
network telemetry (INT) [23], and is developed based on
the programmable data-plane (PDP) that uses programming
protocol-independent packet processor (P4) [24]. To facilitate
distributed, programmable, realtime and end-to-end flow mon-
itoring and troubleshooting in an SD-IPoEON, the ML-INT
scheme is designed to have the system architecture shown
in Fig. 1(a). Here, the IP layer consists of P4-based PDP
switches and application hosts. The PDP switches have been
implemented the packet processing pipelines in Fig. 1(b) to
realize ML-INT on the IP flows that are routed through them.
More specifically, the ML-INT works as follows.

If an IP flow is selected for being monitored, the ingress
and subsequent PDP switches on its routing path will select a
portion of its packets to insert the collected telemetry data as
INT fields [22]. Note that, an INT field stores a performance
metric of a network element (NE) (i.e., either an electrical one
in the IP layer or an optical one in the EON layer) on the flow’s
routing path. For instance, an INT field can contain the packet
processing latency in a PDP switch or the input power-level
of a lightpath. We design the ML-INT scheme such that after
aggregating all the INT fields encoded in the flow’s packets,
a complete and realtime view of all the concerned NEs on
its routing path can be got. At the egress PDP switch, all the
INT fields are removed from the packets and sent to the data
analyzer for data aggregation, analysis and storage.

Although the INT fields are encoded by the PDP switches
in the IP layer, the ML-INT scheme covers the monitoring
on the NEs in the EON layer too. This is because the
PDP switches are interconnected by the lightpaths established
in the EON layer, and their optical ports can be utilized
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Fig. 1. System architecture of our flexible ML-INT system, ML-INT DB: multilayer INT database, Spec-DB: optical spectrum database (adapted from [22]).

to achieve optical monitoring and troubleshooting [25, 26].
Specifically, we insert an optical performance monitor (OPM)
on each bandwidth-variable wavelength selective switch (BV-
WSS) to collect performance metrics regarding the lightpaths
switched by it. Here, the OPM collects optical spectra from
the optical ports on the BV-WSS and analyzes them to get
the lightpaths’ performance metrics such as optical signal-to-
noise ratio (OSNR), central wavelength, and input power-level.
The PDP switch directly connected to the BV-WSS can poll
the OPM on it in realtime and specify one or more lightpaths
for performance monitoring. Fig. 1(b) explains the interactions
among the data analyzer, PDP switch, and OPM.

III. AI-ASSISTED SERVICE PROVISIONING

Our AI-assisted NC&M framework is designed to avoid
flooding the control plane with huge volumes of telemetry
data and give each application the freedom to define its unique
way of flagging exceptions and the network reconfigurations
upon hard/soft failures [18]. Specifically, in the framework,
the network services (i.e., applications) utilize the ML-INT
scheme to realize distributed but fine-grained monitoring and
only flag alarms to the centralized controller when they find
the exceptions according to their specific QoS requirements,
while the controller leverages an AI module to analyze the
alarms together with its own coarse lightpath-level monitoring
results for reaching timely and wise NC&M decisions.

Fig. 2 illustrates the detailed architecture of the AI-assisted
NC&M framework [18]. Here, the performance monitor-
ing and troubleshooting are performed with hybrid central-
ized/distributed processing. As an SD-IPoEON can carry nu-
merous applications and each application has its own con-
cerned end-to-end performance metric(s) and QoS demand(s)
[27, 28], we allocate an application-level monitor to each
application and enable it to utilize the ML-INT scheme to
collect and analyze its concerned metrics for performance
monitoring and troubleshooting. Each application-level moni-
tor can specify the exceptions based on the QoS requirements

of the application, flag alarms to the controller in an distributed
way, and even provide suggestions on how to resolve the
found hard/soft failures based on its preliminary analysis. In
the mean time, the controller also perform coarse lightpath-
level monitoring to collect the performance metrics such as
packet loss rate, OSNR, etc, regarding each lightpath. Next,
it combines the results of lightpath-level monitoring with the
alarms and suggestions from the application-level monitors,
and inputs them to the AI-assisted network control module in
it. We have trained the AI module to learn the correlation
among the applications’ service provisioning schemes, the
application/lightpath-level monitoring results, and hard/soft
failure scenarios [29, 30], and thus it can determine the
suitable network reconfiguration schemes to address the ex-
ceptions quickly. The traffic engineering database (TED) in
the controller stores the service provisioning schemes of the
applications’ flows. Then, the controller implements the recon-
figurations to restore the services of the affected applications.

IV. CONCLUSION

We explained our design of the network nervous system
(NNS) that leverages hybrid centralized/distributed processing
to achieve automatic and effective NC&M for realizing AI-
assisted service provisioning in IPoEONs. The NNS was main-
ly based on two innovations: 1) a flexible ML-INT scheme to
monitor an IPoEON in realtime, and 2) an AI-assisted NC&M
framework that utilizes hybrid centralized/distributed process-
ing to analyze the telemetry data for achieving application-
aware service provisioning.
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