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Abstract: This paper proposes, for the first time, a cognitive inter-domain networking framework with multi-broker orchestration and multi-agent deep reinforcement learning for multi-domain optical networks. Simulation results show >17% blocking reduction compared to the baselines.
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1. Introduction

The rapidly expanding cloud applications demand for today’s Internet backbone of multi-domain optical networks (MD-ONs) to support dynamic and high-capacity end-to-end services. Due to the autonomy constraints and the delicate resource allocation mechanisms in MD-ONs, realizing efficient inter-domain networking and coordinating operations of multiple domains are becoming very challenging. Previous works have proposed several flat or hierarchical architectures for the network control and management (NC&M) of MD-ONs [1, 2]. While flat architectures may lead to poor resource efficiency due to lack of coordination, hierarchical architectures suffer scalability and autonomy issues. Therefore, we envision more scalable and efficient inter-domain networking based on a multi-broker framework where broker agents participate in multi-domain service provisioning due to market-driven incentives [3].

Service provisioning in multi-broker orchestrated MD-ONs essentially can be modeled as incomplete information games (either cooperative or noncooperative) with multiple players, dynamic environments and huge yet complex strategy spaces [3, 4]. Optimizing the service provisioning strategies with traditional game-theoretic approaches, e.g., analyzing the Nash equilibrium, thus becomes intractable for such scenarios. On the other hand, recent breakthroughs in deep reinforcement learning (DRL) have demonstrated self-learning capabilities and exceptional performance of DRL for online control problems [5, 6]. Lately, DRL has been extended to the multi-agent learning domain (leading to multi-agent DRL, MADRL) to tackle multi-agent collaboration or competition tasks with complex system states [7].

In this paper, we leverage MADRL and propose a cognitive inter-domain networking framework for multi-broker orchestrated MD-ONs. The proposed framework allows broker agents to parameterize service provisioning policies from high-dimensional network states with deep neural networks (DNNs) and learn the optimal policies asynchronously through dynamic network operations. An advantage actor-critic (A2C) based approach is designed for the training of the agents. Evaluation results show that with MADRL, brokers can learn successful policies and reach a point where the interests of brokers (i.e., reward) and domain managers (i.e., inter-domain throughput) are jointly optimized.

2. Cognitive Inter-Domain Networking Framework

Fig. 1(a) depicts the architecture of multi-broker orchestrated multi-domain optical networks. A broker plane consisting of multiple incentive-driven brokers is introduced as a new NC&M hierarchy for coordinating the operations of domain managers (DMs) and assisting inter-domain networking. While DMs operate their domains autonomously, they can subscribe to multiple brokers for diversified and better services. Thus, brokers and DMs work together to constitute an inter-domain service provisioning market, where brokers may cooperate or compete freely for inter-domain service requests from DMs motivated by incentives such as revenue, reputation, and etc. Quality of service and domain autonomy are achieved through service level agreements (SLAs) between brokers and DMs. By signing different SLAs, DMs may advertise different degrees of intra-domain information (i.e., domain abstractions [3]), making a tradeoff between domain privacy and attainable performance.

We design the service provisioning operations of the broker plane with MADRL to realize cognitive inter-domain networking, and Fig. 1(b) shows the schematic of the proposed framework. Basically, each broker serves as an autonomous learning agent and attempts to learn the optimal service provisioning policies from its experiences of dynamic multi-domain operations, i.e., interactions with DMs and peer brokers. The DRL agent is the brain of each broker. Upon servicing each inter-domain request, it observes and analyzes the current network state and generates a provisioning policy with deep learning models to assist the service provisioning manager taking an action (i.e., determining a service scheme). Here, the network state includes (i) the pending service request, (ii) the information of in-service requests from the traffic engineering database, (iii) the multi-domain abstractions reported by DMs, as well as (iv) the observations and information exchanges from peer brokers. DMs then try to set up the inter-domain service
with the recommended service scheme and return feedback, indicating the performance of the service scheme (for instance, whether the request has been successfully provisioned, the resource costs and so forth). The reward system translates the feedback into an immediate reward according to the objective of the broker. The reward, together with the observed state and the action being taken are pushed in the experience buffer, which in turn generates and passes a learning signal to the DRL agent. The DRL agent is continuously trained with the learning signals to reinforce advantageous actions and approach the optimal provisioning policies. Note that, since the multiple agents share the same multi-domain infrastructure, the policy of each of them is also part of the environment of the others. Therefore, each agent has to learn not only the rule of the substrate network but also how to adapt to the evolutionary policies of its opponents, making MADRL much more challenging than single-agent learning scenarios.

3. MADRL Algorithm Design

We design an MADRL instance for the problem of inter-domain routing and spectrum assignment (RSA) [1]. Let \( G = \{ G_n, 1 \leq n \leq N \} \) represent a multi-domain optical network with \( N \) domains. Each of the brokers is subscribed by a set of clients spreading throughout \( G \). For a broker \( i \), an inter-domain lightpath request arriving at step \( t \) is denoted as \( \chi_i^t(o, d, b, T) \), where \( o \) and \( d \) are the origin and destination nodes, \( b \) is the demanded number of frequency slots (FS’s) and \( T \) is the service duration. To service \( \chi_i^t \), broker \( i \) constructs a multi-domain virtual topology (VT) \( G_i^t \) by abstracting each \( G_n \) as consisting of the domain edge nodes inter-connected through a virtual node. We assume that brokers can access the detailed states of inter-domain links, e.g., spectrum utilization, length and etc. Figs. 2(a) and (b) show an example of domain abstraction. With the above preliminaries, the MADRL design is detailed as follows.

**Objective & Reward.** The objective of each broker is to maximize the long-term throughput for its clients’ services. Therefore, we set the immediate reward \( r_i' \) as 1 if \( \chi_i^t \) is successfully serviced, otherwise, \( r_i' = -1 \), and set the learning target of each DRL agent as maximizing the total discounted reward \( R_i \) collected within an episode, i.e., \( R_i = r_i' + \gamma r_i'^{t+1} + \gamma^2 r_i'^{t+2} + \cdots, 0 < \gamma < 1 \). Here, to make \( R_i \) be finite and thus a valid learning target, we define an episode as the servicing of \( M \) inter-domain requests.

**State:** The network state \( s_i' \) is defined as a \( 1 \times (2|G'|+2+3k) \) array, where \( |G'| \) represents the number of nodes in \( G_i' \) and \( k \) is the number of candidate routing paths broker \( i \) calculates (with \( G_i^t \)) for \( \chi_i^t \). Specifically, \( s_i' \) contains (i) \( o \) and \( d \) in the one-hot form (\( 1 \times |G'| \) each), (ii) \( b, (iii) \) a counter \( c \) indicating the number of requests already being serviced in the current episode, and (iv) the number, the average and maximum sizes of available FS blocks on each of the candidate paths (\( 1 \times 3k \)). We normalize all the fields in \( s_i' \) before inputting it to the DRL agent. Meanwhile, we do not consider the communications among brokers.

**Action:** The set of actions \( A_i \) that broker \( i \) can take is selecting from one of the \( k \) candidate paths. Then, the related DMs perform spectrum allocation on the selected path domain-by-domain according to the procedures discussed in [1].

**DRL agent:** We employ two DNNs for each DRL agent to parameterize the provisioning policy \( \pi_i'(s_i', A_i) \) (i.e., the probability distributions for action selection) and the value (i.e., the estimation of \( R_i \), denoted as \( \hat{R}_i \)), respectively. Let \( f_{\theta_i}^p(\cdot) \) and \( f_{\theta_i}^v(\cdot) \) denote the policy and value DNNs of broker \( i \), where \( \theta_i^p \) and \( \theta_i^v \) are the sets of parameters, we have \( \pi_i'(s_i', A_i) = f_{\theta_i}^p(s_i', A_i) \) and \( \hat{R}_i = f_{\theta_i}^v(s_i') \).

**Training:** We design the training scheme for MADRL based on the A2C algorithm derived from [8]. Recall that every service provisioning instance \((s_i', d_i', r_i')\) of broker \( i \) is stored in its experience buffer. The DRL agent triggers a training process each time an episode terminates. In particular, the agent first calculates \( R_i \) for each instance and obtains the advantage of \( a_i' \) as \( \delta_i' = R_i' - f_{\theta_i}^v(s_i') \). The advantage indicates how much better than expected of taking \( a_i' \). Then, the gradients for the policy and value DNNs can be calculated with the following loss functions,

\[
L^p(\theta_i^p) = -\sum_{t} \delta_t' \log f_{\theta_i}^p(s_t', a_t') - \alpha \sum_{t} \sum_{a \in A} f_{\theta_i}^v(s_t', a) \log f_{\theta_i}^p(s_t', a),
\]

\[
L^v(\theta_i^v) = \sum_{t} \left( f_{\theta_i}^v(s_t') - \hat{R}_i' \right)^2 .
\]
This paper demonstrates that MADRL very effectively facilitates enhanced performance of multi-broker orchestrated MD-ONs by enabling brokers to learn correct provisioning policies from dynamic inter-domain operations.
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