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Abstract—This work tries to address the relatively long set-
up latency and complicated network control and management
(NC&M) caused by on-demand virtual network function service
chain (vNF-SC) provisioning in inter-datacenter elastic optical
networks (IDC-EONs). We first design a provisioning framework
with resource pre-deployment to resolve the aforementioned
challenge. Specifically, the framework is designed as a discrete-
time system, in which the operations are performed periodically
in fixed time slots (TS’). Each TS includes a pre-deployment
phase followed by a provisioning phase. In the pre-deployment
phase, a deep-learning (DL) model is designed to predict future
vNF-SC requests and then lightpath establishment and vNF
deployment are performed accordingly to pre-deploy resources
for the predicted requests. Then, the system proceeds to the
provisioning phase, which collects dynamic vNF-SC requests
from clients and serves them in real-time by steering their traffic
through the required vNFs in sequence. In order to forecast
the high-dimensional data of future vNF-SC requests accurately,
we design our DL model based on the long/short-term memory
based neural network (LSTM-NN) and develop an effective
training scheme for it. Then, the provisioning framework and DL
model are optimized from several perspectives. We evaluate our
proposed framework with simulations that leverage real traffic
traces. The results indicate that our DL model achieves higher
request prediction accuracy and lower blocking probability than
two benchmarks that also predict vNF-SC requests and follow
the principle of the proposed provisioning framework.

Index Terms—Network function virtualization (NFV), Service
chaining, Datacenter (DC), Elastic optical networks (EONs), Deep
learning, Long/short-term memory (LSTM).

I. INTRODUCTION

NOWADAYS, the demands for real-time, diverse, high-
throughput and inexpensive network services are in-

creasing rapidly in the Internet [1]. Traditionally, to adapt
to such growing demands, service providers (SPs) need to
deploy many special-purpose middle-boxes in a geographically
distributed manner. However, the middle-boxes are not only
expensive but also difficult to maintain and upgrade, and thus
should be replaced by leveraging network function virtual-
ization (NFV) [2]. With IT resource virtualization, NFV can
realize virtual network functions (vNFs) over general-purpose
servers, switches and storages, which can be easily located
in datacenters (DCs) [2, 3]. Therefore, by instantiating vNFs
dynamically in DCs and using them to process application
traffic on-demand, SPs can make their service provisioning
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more flexible and cost-effective [4–6]. Moreover, to expedite
the deployment of new services, an SP can steer traffic through
a series of vNFs to realize vNF service chaining [7, 8].

Meanwhile, the rising of data-/bandwidth-intensive real-
time services in the Internet makes the traffic going through
vNF service chains (vNF-SCs) demand for large bandwidth
and exhibit high burstiness [9]. Hence, both the capacity
and flexibility of the underlying infrastructure of inter-DC
networks can impact the performance of vNF-SC provision-
ing significantly. Previous research has already pointed out
that with the abundant bandwidth in fibers, inter-DC optical
networks provide a feasible and reliable infrastructure to
provision vNF-SCs with large bandwidth requirements cost-
effectively [10]. Nevertheless, flexible bandwidth allocation
can hardly be realized in fixed-grid wavelength-division mul-
tiplexing (WDM) networks, and thus the optical layer cannot
adapt to the bursty traffic flowing through vNF-SCs. Fortunate-
ly, these issues can be resolved by considering inter-DC net-
works built over flexible-grid elastic optical networks (EONs)
[11–14], i.e., the inter-DC EONs (IDC-EONs). Specifically,
since agile bandwidth allocation with a granularity less than
12.5 GHz can be achieved directly in its optical layer, an IDC-
EON can easily accommodate vNF-SCs with traffic exhibiting
high-throughput and high-burstiness [15, 16].

Despite the aforementioned advantages, it would be tough
for an SP to achieve on-demand and cost-effective vNF service
chaining in an IDC-EON due to the following two challenges.
Firstly, to dynamically provision a vNF-SC, the SP needs a
time-efficient approach to orchestrate the spectrum and IT
resources in the IDC-EON. This, however, is known to be
very difficult, since the approach needs to deploy the required
vNFs in the DCs, set up lightpaths with routing and spectrum
assignment (RSA) in the EON to assemble the vNF-SC, and
steer the client’s traffic to go through it [15]. Here, even for
the spectrum allocation alone, the basic RSA problem is NP-
hard [11], while the SP has to optimize the allocations of
spectrum and IT resources jointly, since a mismatch between
their usages can easily degrade the performance of service
provisioning in the IDC-EON [17]. Secondly, even though
a time-efficient approach can be designed to orchestrate the
spectrum and IT resources cost-effectively, the latencies from
lightpath establishment and vNF deployment could make real-
time and on-demand vNF-SC provisioning infeasible in a
practical IDC-EON system. Basically, as setting up a lightpath
can take several seconds [18] while instantiating a vNF can
require tens of seconds [19], the total setup latency of a
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vNF-SC can easily reach the order of minutes, which would
jeopardize both the quality-of-service (QoS) and quality-of-
experience (QoE) of services that have stringent requirements
on setup latency. For instance, previous study has showed that
customers start to give up an online video if its loading time is
longer than 2 seconds, the abandonment ratio would increase
5.8% for each additional second of setup delay, and 60% of the
abandoners would never come back [20]. Also, the customers
of services such as video conference and voice-over-IP usually
expect their call setup latency to be within a few seconds.

Previous studies have already addressed the first challenge
mentioned above, and developed a few time-efficient heuristic
algorithms to provision vNF-SCs cost-effectively in IDC-
EONs [9, 15, 21]. Specifically, given a set of vNF-SC requests
and the current status of an IDC-EON, the algorithms can
quickly determine the spectrum and IT resource allocations
to provision the vNF-SCs cost-effectively. Nevertheless, these
algorithms contribute almost nothing to resolve the second
challenge, since they cannot reduce the latencies from light-
path establishment and vNF deployment. It is easy to notice
that the dilemma of the second challenge actually comes from
the used provisioning framework, which tries to calculate the
provisioning scheme and then implements it immediately upon
receiving a vNF-SC request. If we can modify the framework
to deploy both the required vNFs and related lightpaths in
the IDC-EON before a vNF-SC request actually comes in,
the SP only needs to steer the client’s traffic through the
vNFs in sequence after receiving the request. Therefore, the
second challenge can be addressed, because the latencies from
lightpath establishment and vNF deployment are removed
from the setup latency of a vNF-SC while traffic steering
can be accomplished within hundreds of milliseconds by
leveraging software-defined networking (SDN) [22].

Although the framework with pre-deployment can effec-
tively shorten the setup latencies of vNF-SCs1, it can never
achieve on-demand and cost-effective vNF-SC provisioning
without an accurate request prediction scheme. Specifically,
a large deviation between prediction and reality can either
cause under-provision, which would defer on-demand vNF-
SC provisioning, or lead to over-provision, which would
decrease the system’s cost-effectiveness. Moreover, different
from the existing traffic prediction schemes that only cover
one-dimensional series (e.g., in [23]), the prediction scheme
for vNF-SC requests needs to forecast a high-dimensional
data set accurately. More specifically, to model a vNF-SC
request precisely, we need to know its source-destination pair,
bandwidth requirement, arrival time and hold-on time, and
vNF sequence, i.e., the high-dimensional data to predict is
in both discrete and continuous forms and correlated.

In this work, we study how to achieve on-demand and cost-
effective vNF service chaining in IDC-EONs with dynam-
ic requests. We first design a provisioning framework with
pre-deployment to resolve the challenge from setup latency.
Specifically, as shown in Fig. 1, we consider a discrete-

1Note that, even without considering the constraint on setup latency, the
SP should try to avoid serving vNF-SC requests with on-demand lightpath
establishment and vNF deployment, which would complicate the network
control and management (NC&M) and increase operational cost (OPEX).
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Fig. 1. vNF-SC provisioning framework with pre-deployment.

time network system, in which the operations are performed
periodically in fixed time slots (TS’). Each TS consists of two
operation phases, i.e., the pre-deployment and provisioning
phases. The pre-deployment phase happens at the beginning
of the TS, and it conducts lightpath establishment and vNF
deployment according to the prediction result from a deep-
learning (DL) model. Then, the system proceeds to the provi-
sioning phase, which collects dynamic vNF-SC requests from
clients and serves them in real-time by steering their traffic
through the required vNFs in sequence. We design the DL
model based on the long/short-term memory based neural
network (LSTM-NN) [24] to forecast the high-dimensional
data of future vNF-SC requests, and develop a training scheme
based on the RMSProp algorithm in [25] to train the DL
model for accurate prediction. We also try to optimize both the
provisioning framework and DL model from several perspec-
tives. Simulation results indicate that our DL model achieves
higher request prediction accuracy, higher resource utilization,
and lower blocking probability than two benchmarks that
also predict vNF-SC requests and follow the principle of the
proposed provisioning framework.

The rest of the paper is organized as follows. Section II
surveys the related work. We describe the network model and
present the provisioning framework with pre-deployment for
on-demand and cost-effective vNF service chaining in IDC-
EONs in Section III. The DL model for request prediction is
designed in Section IV, and we discuss performance evaluation
in Section V. Finally, Section VI summarizes the paper.

II. RELATED WORK

Previously, network virtualization has been proposed to
create multiple virtual networks (VNs) over a shared substrate
network [26], and people have studied the well-known virtual
network embedding (VNE) problem in various networks and
with different objectives [27–30]. However, as explained in
[3, 31], the problem of vNF related service provisioning
is fundamentally different from the VNE problem. This is
because in VNE, the VNs’ topologies are obtained before the
embedding and how to route traffic in them is not specified,
while in vNF related provisioning, the actual topologies to
embed are only finalized after the requests have been served
and traffic should flow through the vNFs in sequence.

For NFV, vNF related provisioning have been investigated
for the vNF placement [4], vNF-SC assembly [7], and vNF-
SC reconfiguration [32] in packet networks. Using WDM
networks as the underlying infrastructure, Xia et al. [10] ana-
lyzed the benefits of provisioning vNF-SCs in inter-DC optical
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networks. Nevertheless, these studies did not consider IDC-
EONs. Therefore, since the bandwidth allocation in EONs
has several unique requirements, e.g., having to satisfy the
spectrum contiguous constraint [11], the algorithms proposed
in [7, 10, 32] cannot be leveraged to provision vNF-SCs in
IDC-EONs. For the vNF related provisioning in IDC-EONs,
previous studies have addressed vNF-SCs in [9, 15, 21], vNF
trees in [3], and generic vNF graphs in [31]. However, all of
these studies were based on the provisioning framework that
tries to calculate the provisioning scheme upon receiving a
request and then implements it immediately. In other words,
no future information is considered in the service provisioning.
As we have explained in the previous section, this framework
can result in relatively long setup latency. Moreover, without
addressing future requests, the provisioning schemes can be
suboptimal in the long run, and thus invoke frequent and
unnecessary lightpath establishment and vNF deployment.

Recently, future friendly vNF-SC provisioning starts to
attract research interests. In [33, 34], the authors studied how
to leverage the elastic scaling of vNFs to serve vNF-SCs on-
demand. Nevertheless, the scaling of vNFs can be restricted by
resource constraints, and when requests use unexpected access
points, scaling of the existing vNFs may not lead to the optimal
solution. People have also utilized a few prediction schemes
to assist vNF-SC provisioning, including traffic prediction in
[23] and latency prediction in [35]. Meanwhile, to model
network traffic precisely and improve the accuracy of traffic
prediction, several studies have used high-dimensional feature
sets to train their neural networks [36–38]. Although they did
perform traffic prediction based on high-dimensional data sets,
the actual predictions were still one-dimensional time-series
(i.e., the traffic volume over time). However, our work needs
to predict high-dimensional time-series to model the vNF-SC
requests in an IDC-EON, which is more complex. Specifically,
we design a provisioning framework with pre-deployment and
develop a DL model for it to forecast the high-dimensional
data of future vNF-SC requests accurately. This, to the best of
our knowledge, has not been explored before.

III. PROBLEM DESCRIPTION

A. Network Model
The topology of an IDC-EON is modeled as a directed graph

G(V,E), where V and E are the sets of DC nodes and fiber
links, respectively. Each DC node includes a DC for vNF
deployment and a bandwidth-variable optical cross-connect
(BV-OXC) for setting up inter-DC communications. Here, we
assume that on each of its fiber port, a BV-OXC is equipped
with several sliceable bandwidth-variable transponders (S-
BVTs) [39] that can cover the full spectra on a fiber. Hence,
various numbers of lightpaths can be set up from the fiber
ports to inter-connect the DCs adaptively, as long as the fiber’s
spectrum capacity is enough and the lightpaths comply with
the spectrum contiguous and continuous constraints [11]. The
available amount of IT resources on a DC node v ∈ V is
denoted as Cv units2, and there are F frequency slots (FS’) on

2Instantiating a vNF usually consumes three types of IT resources, i.e.,
CPU cycles, memory and storage, in a DC. In this work, for simplicity, we
unify them and quantify the generic IT resources with normalized units.

each fiber link e ∈ E. Here, we assume that the bandwidth of
an FS is 12.5 GHz and it can support a transmission capacity
of 12.5 Gbps. We also assume that the SP can provision M
types of vNFs in each DC, and for an m-th type vNF, i.e.,
vNF-m, it consumes cm units of IT resources and can process
bm Gbps traffic at most. Note that, there are costs associated
with the lightpath establishment and vNF deployment in the
IDC-EON, and we use a cost model to consider both the static
and dynamic parts of lightpath/vNF usage [3].

Specifically, the static cost of setting up a lightpath between
two DC nodes is ws, and reserving n FS’ on fiber links for
the lightpath introduces a dynamic cost of n · w̃s per time-unit
(i.e., w̃s is the unit cost of reserving an FS per time-unit).
Hence, the total cost of using a lightpath with n FS’ is

ws + n · w̃s · (te − ts), (1)

where ts and te denote the start-time and end-time of the
lightpath, respectively. Similarly, the total cost of instantiating
and using a vNF-m is

wc + cm · w̃c · (te − ts), (2)

where wc is the static cost of vNF deployment and w̃c is the
unit cost of using IT resources on a DC per time-unit3.

A vNF-SC describes the sequence of vNFs for traffic
processing, and it can be modeled as SC = {f1, f2, · · · , fK},
where K and fk are the total number of vNFs and the k-th
vNF in it, respectively. For instance, Fig. 2 shows an example
on vNF-SC provisioning in an IDC-EON. Here, the vNF-SC
consists of two vNFs, i.e., vNF-1 and vNF-2, and thus we
have SC = {vNF-1, vNF-2} and K = 2. Note that, in a
practical NFV system, the supported vNF-SCs should not take
arbitrary forms. For example, a vNF for data decryption should
only be placed after the one for data encryption. Therefore, it
would be reasonable to assume that the supported vNF-SCs
can only take N forms, and we denote an n-th type vNF-SC
as ψn. Then, a dynamic vNF-SC request can be modeled as
Ri = {si, di, SCi, bi, tia, t

i
l}, where i is its index, si and di

are the source and destination, SCi is the required vNF-SC,
which can only take a form within {ψn, n ∈ [1, N ]}, bi is its
bandwidth requirement in Gbps, and tia and til are its arrival
time and hold-on time, respectively.

B. Provisioning Framework with Pre-Deployment

As shown in Fig. 1, our proposed provisioning framework
is a discrete-time system, where the network operations are
performed periodically in each TS whose duration is ∆T .
Specifically, in each TS, there are pre-deployment and pro-
visioning phases. The pre-deployment phase happens first,
and invokes lightpath establishment and vNF deployment
according to the prediction result from the DL model. The
pre-deployment phase lasts for ∆t, and by considering the
practical values of the latencies for lightpath establishment
and vNF deployment in [18] and [19], respectively, we can
estimate that ∆t is in the order of minutes at most. Meanwhile,

3Here, for simplicity, we assume that wc and w̃c do not change over DCs.
Differentiated IT costs can be easily realized by making wc and w̃c depend
on DC v, which would not affect the performance of our proposed framework.
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Fig. 2. Example on vNF-SC provisioning in an IDC-EON.

a data-/bandwidth-intensive service can easily run for a few
hours or even days [10, 40]. Hence, it would be reasonable
to assume that ∆T is in the order of hours. To this end, we
have ∆T ≫ ∆t and thus the duration of the pre-deployment
phase can be ignored. Next, in the provisioning phase, the SP
collects dynamic vNF-SC requests from clients and provisions
them in real-time by steering their traffic through the required
vNFs in sequence. Note that, before steering the traffic of a
new vNF-SC request through a deployed vNF, the SP needs
to configure the vNF properly. This can be done by running
an automatic script on the vNF, which usually takes a few
hundred milliseconds only [19]. Hence, we can ignore the
configuration latency of vNFs too. Fig. 2 illustrates an example
on this procedure. Specifically, in the pre-deployment phase,
the SP establishes five lightpaths and deploys a vNF-1, a vNF-
2 and a vNF-3 on DCs-2, 4 and 3, respectively. Then, in
the provisioning phase, when the vNF-SC request for DC-
1→vNF-1→vNF-2→DC-5 comes in, the SP steers its traffic
through three lightpaths and the vNFs on DCs-2 and 4 to
provision it.

Algorithm 1 shows the operation procedure of each ∆T in
the proposed provisioning framework. Lines 1-2 are for the
initialization to obtain the predicted vNF-SC requests from
the DL model. The pre-deployment phase starts in Line 3,
where the predicted requests are sorted in ascending order of
their arrival time. The for-loop that covers Lines 4-11 tries
to establish lightpath(s) and instantiate vNF(s) to deploy the
required resources for each predicted request. Here, in Line 5,
we leverage the longest common subsequence (LCS) based
algorithm (LBA) developed in [15] to accomplish the pre-
deployment of each request, since LBA is known to be time-
efficient and can deploy vNF-SCs cost-effectively. Specifically,
LBA calculates LCS’ among the newly-arrived vNF-SCs and
deployed ones, and reuses existing vNFs and deploys new
vNFs based on the LCS’. Meanwhile, for setting up lightpaths
to connect the deployed vNFs, LBA uses the shortest-path
routing and first-fit spectrum assignment scheme to save FS’.
Note that, Lines 6-10 are introduced to cover the situation in
which the resources in the IDC-EON are insufficient for the
pre-deployment, and we will skip the request’s pre-deployment
if that is the case (i.e., in Line 9). Next, the provisioning phase
will be running for ∆T as shown in Lines 13-22. Specifically,
when an actual vNF-SC request comes in, Line 15 tries to

provision it with the pre-deployed resources using a modified
LBA algorithm. Here, the modified LBA algorithm follows the
general procedure of the LBA algorithm in [15] to provision
a vNF-SC request based on LCS, with the only exception
that no lightpath establishment or vNF deployment would be
invoked. In other words, the modified LBA algorithm just tries
to serve each vNF-SC request with the pre-deployed resources,
and if this cannot be done, the request would be blocked.
Here, we mark the request as blocked because this work
mainly focuses on leveraging request prediction and resource
pre-deployment to better provision the network services that
have stringent requirements on setup latency. On the other
hand, if the request’s QoS is not sensitive to setup latency,
the SP might just deploy the needed lightpaths/vNFs upon
receiving the request and postpone to activate its service until
the lightpaths/vNFs have been established successfully.

Algorithm 1: Operation Procedure in Each ∆T

// Request Prediction
1 get vNF-SC requests predicted for next ∆T from DL;
2 put predicted requests in R = {R̂i(si, di, SCi, bi, tia, t

i
l)};

// Pre-deployment Phase
3 sort requests in R in ascending order of arrival time tia;
4 for each request R̂i ∈ R in the sorted order do
5 try to establish lightpath(s) and instantiate vNF(s) to

deploy resources for R̂i with LBA algorithm in [15];
6 if R̂i can be pre-deployed successfully then
7 implement the pre-deployment of R̂i;
8 else
9 skip the pre-deployment of R̂i;

10 end
11 end
12 tear down unused lightpath(s) and stop idle vNF(s);

// Provisioning Phase
13 while ∆T does not expire do
14 if a request Ri(si, di, SCi, bi, tia, t

i
l) arrives then

15 try to provision Ri with pre-deployed resources
using modified LBA algorithm;

16 if Ri can be provisioned successfully then
17 steer the traffic of Ri through required vNFs

in sequence;
18 else
19 mark Ri as blocked;
20 end
21 end
22 end

C. Discussion on ∆T ’s Impact on Cost-Effectiveness

As shown in Line 12 of Algorithm 1, in each ∆T , the
SP tears down unused lightpaths and stops idle vNFs before
entering the provisioning phase. Here, the unused lightpaths
and idle vNFs refer to those that are neither used by in-service
vNF-SCs nor reserved for future vNF-SC requests. Note that,
according to Eqs. (1)-(2), there are both static and dynamic
costs associated with the lightpath establishment and vNF
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deployment in the IDC-EON. Specifically, the static costs are
due to setting up lightpaths or instantiating vNFs (i.e., one-time
installation payment), while the dynamic costs occur when the
deployed lightpaths or vNFs are active over time (i.e., utility
payment). Hence, as illustrated in Fig. 3, the value of ∆T can
affect the SP’s cost-effectiveness for vNF-SC provisioning.

When ∆T is relatively short as shown in Fig. 3(a), the SP
can detect unused lightpaths and idle vNFs quickly and turn
them off to save dynamic costs and improve resource utiliza-
tion. However, since the SP needs to invoke more frequent
operations with a shorter ∆T , its operation complexity gets
increased and in the mean time, more frequent operations on
lightpaths and vNFs would lead to higher static costs too. On
the other hand, if the SP uses a relatively long ∆T as in Fig.
3(b), both its operation complexity and the static costs from
lightpath establishment and vNF deployment can be reduced.
Nevertheless, not responding to unused lightpaths and idle
vNFs quickly would not only result in unnecessary dynamic
costs but also degrade resource utilization. To this end, we
can see that there is a tradeoff between the static and dynamic
costs in the IDC-EON for vNF-SC provisioning with pre-
deployment, which can be adjusted by changing the value of
∆T . In Section V, we will discuss how to choose ∆T properly
to optimize the tradeoff.

IV. DL-ASSISTED VNF-SC PREDICTION

For the request prediction, we can treat the vNF-SC requests
as multivariate time series R = {Ri(si, di, SCi, bi, tia, t

i
l)},

i ∈ N+, where Ri is the i-th request that arrives chronologi-
cally. Each request Ri further includes six variables. Among
them, si, di and SCi are discrete variable of finite value. while
bi, tia and til are positive real variable. Note that, as we assume
that the supported vNF-SCs can only take N forms, SCi only
needs to store the vNF-SC’s type, i.e., SCi = n means that
Ri requests for an n-th type vNF-SC ψn.

Basically, the DL model only needs to predict a future
request RI+1 based on the arrived request set R = {Ri, i ∈
[1, I]}. Then, by inserting RI+1 into R and apply the same
prediction procedure repeatedly, it can forecast the future re-
quests that will arrive within the next ∆T . Here, to design the
DL model, we have to address the challenge that each request
Ri is six dimensional (6D) and the data in the dimensions
is correlated. It is known that artificial neural network (ANN)
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Fig. 4. Architecture of our proposed DL model.

can be used to predict high-dimensional time series, and it has
the advantages such as flexible model structure, strong gener-
alization and learning ability, and adaptability [24]. However,
ANN neglects the time dependency of data inputs, and thus
cannot be used to solve our problem. By adding in a temporal
component into a traditional ANN, people have demonstrated
the recurrent neural network (RNN), which performs well
on modeling nonlinear time series. Nevertheless, RNN has
difficulty to be trained for predicting times series with long-
term dependencies [24], which makes it not suitable for our
problem either. Finally, we decide to leverage the advantages
of the long/short-term memory based neural network (LSTM-
NN) on multivariate time series prediction [24], and design
the DL model for vNF-SC request prediction based on it.

A. Data Preprocessing
First of all, when the service provisioning goes on, the

absolute value of arrival time tia increases. In order to get
a time-stationary series, we replace the arrival time with the
time difference between each two adjacent requests as

tiτ = tia − ti−1
a (3)

Meanwhile, we notice that the values of variables for a
request Ri can vary in very different ranges. To normalize
their variations and predict more accurately, we design an
encoding and a transformation schemes for the discrete and
continuous variables, respectively. For the discrete variables
(i.e., {SCi, si, di}), since they can only take limited values
(e.g., si, di ∈ [1, |V |] and SCi ∈ [1, N ]), we encode them with
the One-Hot scheme [41]. For instance, if we assume that the
number of supported vNF-SC types is N = 3, the possible
values of SCi can be encoded as 1 → (0, 0, 1), 2 → (0, 1, 0)
and 3 → (1, 0, 0). Hence, after the encoding, si and di

become |V |-element vectors, i.e., s⃗i and d⃗i, and each of the
elements in a vector is a boolean. Similarly, SCi is encoded
as an N -element vector ⃗SCi. The encoding guarantees that
the Euclidean distances between any two possible values are
the same. On the other hand, for the continuous variables (i.e.,
{rij |rij∈{bi, tiτ , til}, j ∈ [1, 3]}), we define a transformation to
normalize their values

r̂ij =
rij − r̄j

σj
(4)
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where {r̄j |j ∈ [1, 3]} and {σj |j ∈ [1, 3]} are the mean
value and standard deviation of {rij |rij∈{bi, tiτ , til}, j ∈ [1, 3]}.
Finally, by combining encoded vectors {s⃗i, d⃗i, ⃗SCi} and nor-
malized variables {r̂i1, r̂i2, r̂i3}, we obtain a (2 · |V |+N + 3)-
element vector R̂i to represent the vNF-SC request, which will
be used in the training and prediction mentioned below.

In this work, we design the DL model based on supervised
learning, where each data sample consists of an input matrix
R̂ = {R̂i, i ∈ [I −w, I]} and a desired output R̂I+1. Here, w
is the size of the prediction window, i.e., how many historical
samples that the DL model should look into. Note that, even
though the prediction window size w is fixed, LSTM-NN’s
capability on memorizing relatively long time series helps the
DL model to look deeply into historical samples. Then, the DL
model analyzes the data samples to learn the mapping from
input to output, and generates a mapping function, which can
be used to precisely predict a future request R̂I+1 based on the
arrived request set R̂ = {R̂i, i ∈ [I − w, I]}. To train the DL
model, we divide a relatively large request set into a training
set and a testing set, i.e., the former part is the training set. We
use the training set to obtain the parameters in the DL model,
and then test its prediction accuracy with the testing set.

B. Architecture of DL Model

The DL model based on LSTM-NN consists of an input
layer, two stacked LSTM layers, and an output layer, as shown
in Fig. 4. The input layer organizes the requests in R̂ in the
order of their arrivals, and then feeds them into the first LSTM
layer (i.e., LSTM-L1) in the sorted order. Here, the initial
state of the memory block in LSTM-L1 to receive request
R̂I−w can be represented by a vector ĉI−w−1

1 , which is usually
longer than R̂i and stores the historical information for the
LSTM-NN. As shown in Fig. 4, the memory block calculates
an output vector ĥI−w

1 with ĉI−w−1
1 and R̂I−w. Then, the

memory block updates its state to ĉI−w
1 based on ĥI−w

1 . To
avoid over-fitting, the memory block’s output needs to go
through a dropout module that removes certain elements in
it according to a drop rate ξ, (i.e., (ĥI−w

1 , ξ)→ĥI−w,∗
1 ). The

processed output vector ĥI−w,∗
1 of LSTM L1 is then passed

to the second LTSM layer (i.e., LSTM-L2), whose initial state
is represented by vector ĉI−w−1

2 in Fig. 4. Next, the memory
block in LSTM-L2 changes its state to ĉI−w

2 based on ĥI−w
1 .

In Fig. 4, to explain the procedure clearly, we use red solid
arrows to denote the inputs to LSTM-L1, use green dashed
ones to denote the state changes on the memory blocks in
LSTM-L1 and LSTM-L2, and use blue dotted arrows to denote
the outputs from LSTM-L1 to LSTM-L2.

The aforementioned procedure is repeated for each request
in iterations, until all the requests in R̂ have been fed into the
LSTM-NN, i.e., R̂I is received from the input layer and the
states of the memory blocks in LSTM-L1 and LSTM-L2 get
updated to ĉI−1

1 and ĉI−1
2 , respectively. The memory block

in LSTM-L2 goes through dropout and outputs a vector ĥI,∗2 .
Since the dimension of ĥI,∗2 is different from the desired output
R̂I+1, we multiply ĥI∗2 with a weight matrix to get R̂I+1.
Meanwhile, since the encoded vectors are boolean vectors,
we limit the range of the corresponding elements in the output

vector to improve the prediction accuracy. Hence, we design
the output layer to include the following 4 reshaping functions
for getting the desired components in R̂I+1

φs = ϕ
(
Ws·ĥI,∗2 + b⃗s

)
= ⃗sI+1

φd = ϕ
(
Wd·ĥI,∗2 + b⃗d

)
= ⃗dI+1

φSC = ϕ
(
WSC ·ĥI,∗2 + ⃗bSC

)
= ⃗SCI+1

φt = Wt·ĥI,∗2 + b⃗t = (r̂I+1
1 , r̂I+1

2 , r̂I+1
3 )

(5)

where {Ws,Wd,WSC ,Wt, b⃗s, b⃗d, ⃗bSC , b⃗t} are the param-
eters, and ϕ(x⃗) is softmax function that compresses a K-
dimensional vector x⃗ with arbitrary real values into another
K-dimensional vector whose elements are within the range of
[0, 1] and have a summation of 1, as

ϕ(x⃗) =
ex⃗

K∑
k=1

exk

, (6)

As shown in Fig. 4, the output layer feeds ĥI,∗2 into each of
the four reshaping functions in Eq. (5), which is represented
by the orange solid arrows there.

The detailed architecture of the memory block in LSTM-L1
or LSTM-L2 is illustrated in Fig. 5, where, w.l.o.g., we use
ĉi−1 to denote the current state of the memory block (e.g.,
ĉI−w−1
1 in LSTM-L1 or ĉI−w−1

2 in LSTM-L2), use ĥi−1 to
denote the output from the last state, and use ŷi to denote the
input to the memory block (e.g., ŷi can be R̂I−w and ĥI−w

1 for
LSTM-L1 and LSTM-L2, respectively). It can be seen in Fig.
5 that there are three gates, i.e., the input, forget and output
gates, in the memory block. Specifically, each gate controls the
information flow in the memory block, and before discussing
their operations, we define a sigmoid function

σ(x⃗) =
1

1 + e−x⃗
, (7)

where x⃗ is the input vector. Then, the outputs of the three gate
can be obtained as

ĝin = σ
(
Win·[ŷi, ĥi−1, ĉi−1] + b⃗in

)
, input gate,

ĝfg = σ
(
Wfg·[ŷi, ĥi−1, ĉi−1] + b⃗fg

)
, forget gate,

ĝop = σ
(
Wop·[ŷi, ĥi−1, ĉi] + b⃗op

)
, output gate,

(8)

where the operation [ŷi, ĥi−1, ĉi−1] means to concatenate
vectors ŷi, ĥi−1 and ĉi−1 to get a long vector, Win, Wfg and
Wop are the weight matrices for the three gates, respectively,
and b⃗in, b⃗fg and b⃗op are the corresponding constant bias
vectors. Then, with the three gates, we can update the state
of the memory block and get its output as follows. We first
define a tanh sigmoid activation function for a vector x⃗ as

tanh(x⃗) =
ex⃗ − e−x⃗

ex⃗ + e−x⃗
(9)

Then, we can get an intermediate state ĉ∗ with

ĉ∗ = tanh
(
Wc·[ŷi, ĥi−1] + b⃗c

)
, (10)
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Fig. 5. Detailed architecture inside a LSTM memory block.

where Wc and b⃗c are the weight matrix and constant bias
vector. Then, the output of the forget gate ĝfg is a boolean
vector, i.e., each element is either 0 or 1, to denote whether
certain information of the current state should be used in the
state update or not. Specifically, the state update is as follows.

ĉi = ĝfg⊗ĉi−1 + ĝin⊗ĉ∗, (11)

where ⊗ refers to the operation that multiplies the correspond-
ing elements of two vectors. Finally, by putting the updated
state ĉi into the last equation in Eq. (8), we can get the output
of the memory block. Finally, how to predict a request with
the DL model is explained. Note that, in the DL model, all the
parameters, such as Win, Wfg , Wop, b⃗in, b⃗fg , b⃗op, etc., are
obtained by training the model with historical samples, which
will be explained in the next subsection.

C. Training and Predicting of DL Model

To train the DL model, we define a loss function as
follows to measure the loss between an actual request after
preprocessing R̂I+1 and a predicted request R̂I+1,∗. Then, the
objective of the training is to get all the parameters of the DL
model such that the loss can be minimized in prediction. As
there are boolean vectors and real variables in each predicted
request R̂I+1,∗, we leverage the categorical cross entropy and
mean square error (MSE) to measure the difference between
R̂I+1,∗ and R̂I+1 as

L(R̂
I+1,∗

, R̂
I+1

) = −
|V |∑
j=1

[
s
I+1
j · log

(
s
I+1,∗
j

)
+ d

I+1
j · log

(
d
I+1,∗
j

)]

−
N∑

j=1

[
SC

I+1
j · log

(
SC

I+1,∗
j

)]

+
1

3

3∑
j=1

(
r̂
I+1,∗
j − r̂

I+1
j

)2
,

(12)

where sI+1
j denotes the j-th boolean element in vector ⃗sI+1,

and so do similar ones, while {r̂I+1
j , j ∈ [1, 3]} denote the

normalized values of the real variables {bI+1, tI+1
τ , tI+1

l } in
R̂I+1, respectively, and so do {r̂I+1,∗

j , j ∈ [1, 3]}.
Algorithm 2 shows the training procedure of the DL model.

Here, Lines 1-4 are for the initialization. Line 1 divides the
historical request series into M supervised training samples,

Algorithm 2: Training Procedure of DL Model

1 divide requests in the training set into M supervised
training samples {[R̂m, R̂

I+1
m ],m∈[1,M ]};

2 initialize weight matrices W∈{Win,Wfg,Wop,Wc,
Wp,Ws,Wd,WSC ,Wt} with random Gaussian
variables N (µ = 0, σ2 = 1);

3 initialize bias vectors b⃗∈{⃗bin, b⃗fg, b⃗op, b⃗c, b⃗s, b⃗d, b⃗SC , b⃗t}
and memory blocks’ states {ĉi, i ∈ [I − w, I]} as 0;

4 set initial global learning rate ϵ = 0.001;
5 while loss L from training does not converge do
6 choose a few samples {[R̂1, R̂

I+1
1 ], [R̂2, R̂

I+1
2 ], · · · };

7 input the selected samples to DL model to get
outputs {R̂I+1,∗

1 , R̂I+1,∗
2 , · · · };

8 calculate average loss L for all selected samples;
9 insert the average loss L in sequence Ψ;

10 apply the RMSProp algorithm in [25] with Ψ and ϵ
to update parameters W and b⃗;

11 validate parameter performance on loss function in
Eq. (12) by using the testing set;

12 end

each of which consists of a sequence of arrived requests
R̂m and the adjacent next request R̂I+1

m (m ∈ [1,M ]). The
parameters of the DL model gets initialized in Lines 2-3, while
Line 4 initializes the global learning rate ϵ, which decides the
initial update rate of the parameters in each training iteration.
The while-loop covering Lines 5-12 is for the training to get
the DL model’s parameters. In order to balance the tradeoff
between the complexity and accuracy of the training, Lines
6-7 only choose a small batch of the training samples to
train the DL model in each iteration [42]. Then, the loss L
of the current training iteration is calculated with Eq. (12)
in Line 8 and stored in sequence Ψ in Line 9. In Line 10,
we leverage the well-known RMSProp algorithm in [25] with
Ψ and ϵ to update the parameters of the DL model based on
the adaptive gradient calculation. Specially, the global learning
rate ϵ multiplied by gradient decent values decide the update
value of parameters. Finally, Line 12 validates the performance
of the updated parameters on loss function in Eq. (12) by using
the testing set. Here, the training and testing sets are obtained
with the data preprocessing discussed in Section IV-A.

After being trained by Algorithm 2, the DL model can
minimize the loss between a predicted request R̂I+1,∗ and an
actual future request RI+1,∗. Then, the DL model is applied
in the provisioning framework to predict vNF-SC requests in
each pre-deployment phase. Specifically, we preprocess the
historical requests, feed them into the DL model to get the
next request, include the predicted request in the historical
request set, and repeat the procedure until all the requests that
can come in within the next ∆T have been predicted. Note
that, after obtaining a predicted request R̂I+1,∗ from the DL
model, we need to convert the components in it to those of
an actual future request RI+1,∗ by reversing the encoding and
transformation operations described in Section IV-A. Finally,
to minimize the cumulative error in the prediction process, we
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update the states of the memory blocks in the DL model with
the actual arrived requests, when the current ∆T has expired.

V. PERFORMANCE EVALUATION

A. Simulation Setup

We use the 14-node NSFNET topology in [43] as the phys-
ical topology of the IDC-EON in the simulations. We assume
that each fiber link can accommodate F = 358 frequency slots
(FS’), each of which is in the C-band and has a bandwidth
of 12.5 GHz. On each node in the physical topology, there
is a DC whose IT resource capacity is Cv = 100 units. We
consider that the IDC-EON supports M = 5 types of vNFs,
which can form N = 10 types of vNF-SCs. Here, each type
of vNF consumes IT resources within [0.4, 0.8] units and can
process [40, 80] Gbps traffic at most, and each type of vNF-SC
consists of [2, 4] vNFs randomly. We assume that a time-unit
equals an hour. For the cost coefficients in Eqs. (1) and (2),
we have ws = 80 cost-units, wc = 80 cost-units, w̃s = 1
cost-unit/FS/hour, and w̃s = 1 cost-unit/IT-unit/hour.

Note that, in the ideal case, the simulations should be based
on the traces for dynamic vNF-SC requests in a practical
inter-DC network. However, there are no such traces currently
available for us, and thus we decide to emulate the requests
based on the traces for real wide-area TCP connections in [44].
Specifically, we process the TCP traces in [44] as follows. To
get a dynamic request Ri = {si, di, SCi, bi, tia, t

i
l}, we map

the source and destination addresses of a TCP connection to
two DCs in the IDC-EON to get si and di, map the application
protocol of the TCP connection to a vNF-SC type, and scale
the start-time, duration, and average bandwidth requirement of
the TCP connection properly to get tia, til and bi, respectively.
The obtained vNF-SC requests’ bandwidth requirements are
within [8.625, 152.875] Gbps and have an average value of
70.625 Gbps, while their hold-on time is within [2, 26] hours
and has a mean of 6.74 hours. Next, we preprocess the vNF-
SC requests with the scheme discussed in Section IV-A, and
use the first 80% requests as the training set, i.e., the remaining
20% are put into the testing set. The training set is then utilized
to train the DL model with the procedure in Algorithm 2. Here,
we set w = 19, which means that the DL model is trained to
predict a future request based on 20 most recent requests.

B. Training Performance

We first conduct simulations to verify the training perfor-
mance of our proposed DL model based on LSTM-NN. Fig.
6 shows the DL model’s training performance on the training
and testing set through training iterations, where the y-axis is
the output of the loss function defined in Eq. (12). It can be
seen that the loss on the training set decreases rapidly with
the iterations and converges after ∼300 rounds of training,
which confirms that the proposed DL model based on LSTM-
NN can fit the high-dimensional data in the training set well.
Meanwhile, the loss on the testing set performs similarly in
Fig. 6. This suggests that after being trained, the generalization
of the DL model is excellent, which enables it to predict
dynamic vNF-SC requests precisely.
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Fig. 6. DL model’s loss on data sets through training iterations.

Then, in order to further confirm the DL model’s training
performance, we introduce a benchmark that is based on a
traditional ANN using multilayer perceptron (MLP) since it is
known that such a scheme also performs well on predicting
high-dimensional time series [45]. We design the MLP bench-
mark to include two hidden layers, which is similar to our DL
model, and put 1024 neurons in each hidden layer to realize
reasonably good learning capability. Meanwhile, the input and
output layers of the MLP benchmark have the same structures
as those in our DL model. The results on running time indicate
that the training process of our DL model takes ∼1500 seconds
to converge while the MLP benchmark converges faster, i.e.,
within ∼1000 seconds. Here, the simulation environment is
a computer with 4.0 GHz Inter Core i7-6700K CPU, 16
GB RAM and 11 GB NVIDIA GTX 1080Ti GPU, and the
algorithms are implemented with TensorFlow 1.4.1.

Nevertheless, even though the MLP benchmark converges
faster, the results on prediction loss in Fig. 7 indicate that
our DL model can predict the dynamic vNF-SC requests
much more accurately, i.e., not only on the prediction loss for
overall vNF-SC requests but also on that for each individual
component in the requests. Note that, the prediction loss
here is calculated with the loss function in Eq. (12) or each
corresponding term in it, but since the absolute value of a
prediction loss is almost meaningless, we normalize all the
results with the corresponding prediction losses from our
DL model in Fig. 7. Moreover, we observe that the MLP
benchmark’s prediction performance on the discrete variables
(i.e., the source, destination and vNF-SC) is much worse than
that on the continuous ones (i.e., the bandwidth requirement,
arrival time and hold-on time). However, to predict a vNF-SC
request precisely, the discrete variables are actually much more
important than the continuous ones. For instance, a prediction
error on the source or destination of a request would definitely
be more harmful than that on its bandwidth requirement.

C. Provisioning of vNF-SC Requests

Next, we apply our DL model and the MLP benchmark in
the pre-deployment phase for request prediction, and conduct
simulations for dynamic vNF-SC provisioning. Here, we in-
troduce an additional benchmark, namely, modified affiliation-
aware vNF placement and forecast-assisted online deployment
(mAaP-FaOD), which is based on the AaP-FaOD algorithm
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Fig. 7. Comparisons on prediction loss.

developed in [23] and modified to adapt to the vNF-SC
provisioning in IDC-EONs. Specifically, mAaP-FaOD can
only predict the numbers of different types of vNFs required
in the upcoming provisioning phase with a Fourier-Series-
based method and pre-deploy the vNFs in an affiliation-aware
manner, but it can forecast neither where exactly the vNFs
will be needed nor other parameters of vNF-SC requests.

The simulations on dynamic vNF-SC provisioning compare
our DL model, the MLP benchmark, and mAaP-FaOD in terms
of two performance metrics, i.e., the blocking probability and
resource utilization in the provisioning phase. As we have
explained in Section III-B, only the pre-deployed vNFs and
lightpaths will be used to assemble vNF-SCs on-demand.
Therefore, a vNF-SC request can be blocked due to either
inaccurate prediction in the pre-deployment phase or insuffi-
cient resources in the IDC-EON4. The blocking probability
considers both of these two blocking cases. The resource
utilization refers to the average usage of the pre-deployed
spectrum and IT resources by the actually-arrived vNF-SC
requests in the provisioning phase. We calculate the spectrum
utilization by first summarizing the products of used spectra
and time of usage and then dividing the result by the product of
total pre-deployed spectra and hold-on time. The IT resource
utilization is obtained similarly. Finally, we get the average
value of spectrum and IT resource utilizations as the resource
utilization. As the average hold-on time of vNF-SC requests
is 6.74 hours, the simulations here use ∆T = 7 hours while
the effects of ∆T and how to choose an optimal value for it
will be discussed in the next subsection.

Fig. 8 illustrates the results on resource utilization, where
the traffic load refers to the average number of new vNF-
SC requests that will be arrived in each provisioning phase
(i.e., ∆T ). It can be seen that the resource utilization from
mAaP-FaOD is much less than those from our DL model and
the MLP benchmark. This is because without the AI-assisted

4Note that, in Algorithm 1, Line 9 would skip the pre-deployment of a
predicted request if the resources in the IDC-EON are insufficient for it.
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Fig. 8. Results on resource utilization in provisioning phase.

vNF-SC request prediction, mAaP-FaOD can only forecast the
numbers of different types of vNFs required in the upcoming
provisioning phase, while it does not know where exactly the
vNFs will be needed or other parameters of future requests.
Therefore, there would be a large deviation between prediction
and reality, which leads to the lowest resource utilization.

The resource utilizations from our DL model and the
MLP benchmark are almost the same and range within
[0.517, 0.735]. Such resource utilizations are mainly caused by
the provisioning framework, i.e., future vNF-SC requests are
predicted and deployed in the pre-deployment phase and only
traffic steering will be performed when the requests actually
arrive in the provisioning phase. Hence, the pre-deployed
resources will be idle before the predicted requests come
in, and this decreases the resource utilization significantly.
The analysis above can be verified, if we check the resource
utilizations’ trend. Specifically, they actually increase with the
traffic load in general, which is because when the traffic load
is higher, new requests arrive more frequently and thus reduce
the average idle time of the pre-deployed resources. To this
end, we can see that the cost-effectiveness of the provisioning
framework can be affected by the value of ∆T , and we will
elaborate on this in the next subsection.

Meanwhile, since the impact of ∆T dominates the resource
utilization, the results from our DL model and the MLP
benchmark are almost the same in Fig. 8, but their performance
can be distinguished if we check their results on blocking
probability in Fig. 9. Our DL model achieves the lowest
blocking probability among the three algorithms, especially
for the low traffic cases. In the meantime, it is interesting
to notice that when the number of new requests per ∆T
decreases from 560 to 280, the blocking probability from our
DL model just decreases with the trend of a generic blocking
probability curve, but when the traffic load keeps decreasing,
the decreasing speed of the blocking probability slows down
dramatically and a “floor” can be seen in its curve. This is
because when the traffic load is relatively high, the request
blocking due to insufficient resources dominates and makes
the curve follow the trend of a generic blocking probability
curve, but when the traffic load is relatively low, the request
blocking due to inaccurate prediction in the pre-deployment
phase dominates and causes the “floor” in the curve.

The similar trend can be observed in the blocking proba-
bility curve of the MLP benchmark in Fig. 9. Actually, when
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Fig. 9. Results on blocking probability in provisioning phase.
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Fig. 10. Resource utilization changing with ∆T (40 new requests per hour
on average).

the number of new requests per ∆T decreases from 280 to
140, the blocking probability from the MLP benchmark shows
an increasing trend. This is caused by the relatively high
prediction loss of the MLP benchmark. Note that, when the
traffic load is lower, the AI-assisted traffic prediction module
forecasts and pre-deploys a smaller number of vNF-SCs.
Statistically, since fewer resources are pre-deployed, the high
prediction loss of the MLP benchmark might lead to a higher
blocking probability and degrade the algorithm’s performance
at low traffic loads. As the prediction performance of mAaP-
FaOD is the worst among the three, it provides the highest
blocking probability at most traffic loads.

D. Effect of ∆T on Cost-Effectiveness

Both the results in Fig. 8 and our discussion in Section III-C
suggest that the value of ∆T can affect the cost-effectiveness
of the proposed vNF-SC provisioning framework. Therefore,
we conduct more simulations with different ∆T in this sub-
section. Here, we only consider our DL model and fix the
traffic load as 280 new requests per 7 hours (i.e., 40 new
requests per hour), since the blocking probability in Fig. 9
suggests that the request blocking due to insufficient resources
would start to dominate when the traffic load is higher than this
value. Fig. 10 shows how the resource utilization changes with
∆T . As expected, the resource utilization decreases with ∆T .
This is because with a longer ∆T , the pre-deployed resources
would be idle for a longer time statistically. Meanwhile, we
notice that with ∆T = 3 hours, the resource utilization is
0.775, which is significantly higher than that with ∆T = 7
hours. Hence, if we use a shorter ∆T to update the pre-
deployed resources more timely, the resource utilization can be
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Fig. 11. Total resource cost changing with ∆T (40 new requests per hour
on average).
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on average).

improved effectively. However, a shorter ∆T also makes the
request predication and resource pre-deployment happen more
frequently. This will complicate NC&M and increase OPEX,
which can be verified with the cost results in Fig. 11.

Fig. 11 plots the results on total resource cost for different
∆T . Here, we calculate the total cost of deployed resources
with Eqs. (1) and (2), i.e., both the static and dynamic costs of
resource deployment have been considered. It can be seen that
the total resource cost decreases with ∆T . This phenomenon
can be understood as follows. When ∆T is shorter, the system
needs to turn on and off resources more frequently for the
pre-deployment, which will increase the total static cost a
lot. Note that, in real network systems, the static cost usually
dominates the total resource cost [46]. For example, the cost
of setting up a lightpath or instantiating a virtual machine for
vNF deployment is usually much higher than that of running
them afterwards. Therefore, as the total static cost increases
fast when ∆T decreases, a shorter ∆T makes the system more
costly. To this end, by combining the results in Figs. 10 and
11, we can find that there is a clear performance tradeoff
between resource utilization and total resource cost, which can
be adjusted by changing ∆T .

The trend of blocking probability changing with ∆T is
plotted in Fig. 12, which indicates that in general, the blocking
probability can increase slightly with ∆T . This is because
a longer ∆T makes the pre-deployed resources be updated
less timely. Hence, even though increasing ∆T can reduce the
total resource cost, the system’s performance on the resource
utilization and blocking probability would also be degraded.
In summary, to optimize the cost-effectiveness of the vNF-SC
provisioning framework, one should choose ∆T carefully.
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VI. CONCLUSION

In this work, we proposed a AI-assisted provisioning frame-
work to realize on-demand and cost-effective provisioning
of vNF-SCs in IDC-EONs. The framework was designed
as a discrete-time system, in which the operations are per-
formed periodically in fixed TS’ and each TS includes a
pre-deployment phase followed by a provisioning phase. We
developed a DL model to predict future vNF-SC requests ac-
curately in the pre-deployment phase for guiding the lightpath
establishment and vNF deployment for the predicted requests.
Then, the provisioning phase only needs to collect dynamic
vNF-SC requests from clients and serve them in real-time by
steering their traffic through the required vNFs in sequence.
The proposed framework was evaluated with simulations that
leveraged real traffic traces, and the results indicated that our
DL model achieves higher request prediction accuracy and
lower blocking probability than two benchmarks.

Moreover, our analysis on the effect of the provisioning
period ∆T suggested that the value of ∆T should be carefully
chosen for achieving high cost-effectiveness. This actually
points out an interesting direction for us to explore in the
future, to further improve the performance of our proposed
vNF-SC provisioning framework.
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