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Abstract: Software-defined elastic optical networks (SD-EONSs) ptevaperators more flex-
ibility to customize their optical infrastructures dynaally. By leveraging infrastructure-as-
a-service (laaS), virtual SD-EONs (vSD-EONSs) can be redlito further enhance the adap-
tivity of SD-EONs and shorten the time-to-market of new g=s. In this paper, we design
and demonstrate the building and operating of qualityesfise (QoS) aware survivable vSD-
EONSs that are equipped with transparent data plane (DHieresi. Specifically, when slicing
a vSD-EON, our network hypervisor (NHV) chooses to use “Aitfual link (VL) protection

or on-demand VL remapping as the DP restoration schemerdingao the service-level a-
greement (SLA) between the vSD-EON’s operator and thestrinature provider (InP). Then,
during an actual substrate link (SL) failure, the NHV reasizautomatic DP restoration that
is transparent to the controllers of vSD-EONs. We build avoek testbed to demonstrate the
creation of QoS-aware survivable vSD-EONSs, the activatidightpaths in the vSD-EONSs to
support upper-layer applications, and the automatic amdlsineous QoS-aware DP restora-
tions during an SL failure. The experimental results inti¢dhat our vSD-EON slicing system
can build QoS-aware survivable vSD-EONs on-demand, opéhnaim to set up lightpaths for
carrying real application traffic, and facilitate diffeteaied DP restorations during SL failures
to recover the vSD-EONS’ services according to their SLAs.
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1. Introduction

Flexible-grid elastic optical networks (EONSs) rely on adilandwidth management [1] in the
optical layer to make optical networks more adaptive andbaotestricted by the fixed spec-
trum grids or rigid optical transmission setupg(, bit-rate and modulation selections) [2, 3].
Therefore, it is believed that with EONs, network operatmmge more freedom to configure
their optical infrastructures according to customer deasda]. In the meantime, the additional
freedom can make service provisioning more complex, anslapowerful network control and
management (NC&M) mechanism would be required to addrésgstue. One possible way to
realize such an NC&M mechanism is to build software-defin@d& (SD-EONS) that leverage
software-defined networking (SDN) [5, 6]. Previously, peopave already demonstrated that
SD-EONSs can achieve programmable and application-awaieabpetworking with enhanced
service support [7—10]. On the other hand, the network afization that realizes infrastructure-
as-a-service (laaS) and enables multiple tenants to shiéastrate optical infrastructure effi-



ciently can further enhance the adaptivity of SD-EONs araitein the time-to-market of new
services [11, 12]. Specifically, 1aaS slices virtual SD-ESQNSD-EONS) on a shared substrate
EON for the tenants, each of which can deploy its own seniitassSD-EON.

However, it is known that optical networks are not alwaysdnt For example, the 2008
Wenchuan earthquake had destroyed0B®0 kilometers of fiber-optic cables and caused long
service interruption [13]. Note that, the situation candree even worse for vSD-EONSs. Specif-
ically, since laaS makes multiple vSD-EONs share the sarhstsie elementd.€., optical
switches and fiber links), the failure of a single substréenent might bring down multiple
vSD-EONSs simultaneously [14]. Hence, it is relevant to édeshow to realize survivable vSD-
EON slicing that can guarantee the intactness of netwonkices during substrate failures.
Moreover, since the controllers of vSD-EONs normally dointgract with substrate elements
directly (i.e., through a network hypervisor (NHV)), if the data plane (DE3toration can be
automatic and transparent to the controllers, simplifiedAE®N management and fast service
recovery can be achieved [15].

Previously, the studies in [16—18] have addressed the @mobf survivable virtual network
embedding (S-VNE) in generic substrate networks, and megearious algorithms to slice
virtual networks that can survives from substrate failuMeanwhile, people have also tried
to solve the problem of S-VNE in substrate networks that aedfigrid wavelength-division
multiplexing (WDM) networks [14, 19] or EONs [20-22]. Sp&cally, these investigations
developed algorithms that consider the wavelength/specassignment in substrate optical
networks for realizing S-VNE. However, all these studielydackled the problem of slicing
survivable virtual networks from the perspective of altarn design and evaluated the proposed
algorithms with numerical simulations, but did not valiel#tteir proposals in practical network
systems. In [23, 24], the authors demonstrated the controbCP) operations of slicing sur-
vivable virtual optical networks in software-emulatedwertk systems, while the related DP
operations, such as failure detection and path switchiegewmitted. Note that, for effectively
evaluating how the DP restoration schemes would affect tiadity-of-service (QoS) of upper-
layer applications in vSD-EONSs, we should incorporate thdl Stack” investigation that not
only considers the building of survivable vSD-EONSs with [ERiliency but also addresses the
operating of them to carry real application traffic during 2Btoration.

In this paper, we extend our preliminary work in [15] and expentally demonstrate the
building and operating of QoS-aware survivable vSD-EON #ne equipped with transparent
DP resiliency. We first design and implement a QoS-awareivalsle vSD-EON slicing sys-
tem that utilizes an OpenVirteX [25] based NHV to realizecaodtic DP restoration that is
transparent to the controllers of vSD-EONSs. Specificallyew slicing a vSD-EON, the NHV
determines whether to use “1:1” virtual link (VL) proteatior on-demand VL remapping to
restore its DP services when substrate link (SL) failurepeays, according to the service-level
agreement (SLA) between the vSD-EON’s operator and thastriucture provider (InP). The S-
LA is normally based on the actual upper-layer applicatibasthe vSD-EON carries [26]. For
instance, if the vSD-EON is mainly used to support delaiirsitive data-oriented applications
(e.g., data backup), on-demand VL remapping would be good enooighsf DP restoration.
Otherwise, if the vSD-EON carries delay-sensitive floneated applicationse(g., real-time
video streaming), “1:1” VL protection would be required.efh when an SL failure happens,
the NHV incorporates the corresponding DP restorationrselseto automatically recover the
services of all the vSD-EONSs that are affected. ThereftweXP restoration is made transpar-
ent to the controllers of vSD-EONSs. Here, we also develop lam8nitoring subsystem that
checks the operating status of all the SLs continuously amddwsend an alert message to the
NHV when an SL failure is detected.

For the experimental demonstrations, we build a networbéesthat consists of commer-
cial optical transmission chassis (OTC), bandwidth-\@&avavelength-selective switches (BV-



WSS’), and high-performance servers. With the testbed, evaahstrate the creation of QoS-
aware survivable vSD-EONSs, the activation of lightpaththinvSD-EONS to support two types
of upper-layer applications.¢., bulk file transfer and real-time video streaming), and t®-a
matic and simultaneous QoS-aware DP restorations for tBeBSNs during an SL failure. The
experimental results indicate that our vSD-EON slicingetyscan build QoS-aware survivable
vSD-EONSs on-demand, operate them to set up lightpaths foying application traffic, and
facilitate differentiated DP restorations during SL fadla to recover the vSD-EONS’ services
according to their SLAs. To the best of our knowledge, thihésfirst experimental demonstra-
tion of building and operating of QoS-aware survivable VBONSs with transparent resiliency,
which covers both CP and DP operations and incorporateapgditation traffic (.e., the “full
stack” investigation).

The rest of the paper is organized as follows. Section 2 descthe architecture, functional
modules and communication protocols of our QoS-aware gainleé vSD-EON slicing system.
The operation procedure of the proposed system is preseng&ettion 3, and we discuss the
experimental demonstrations in Section 4. Finally, Secsigummarizes the paper.
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Fig. 1. Architecture of our QoS-aware survivable vSD-EONisg system, OF-C: ONOS-
based OpenFlow controller, VNMgr: Virtual network manadéidV: Network hypervisor,
RESTful API: RESTful application programming interface; @/ OTPE: OpenFlow with
optical transport protocol extensions, EN: End-node, @F-8penFlow agent, BV-OXC:
Bandwidth-variable optical cross-connect.

2. QoS-aware Survivable vSD-EON Slicing System with Transparent Resiliency

2.1. Network Architecture

Figure 1 shows the network architecture of our proposed @8&-¢ survivable vSD-EON slic-
ing system. It can be seen that the substrate network is anteE@Monsists of a few bandwidth-
variable optical cross-connects (BV-OXCs) connected bgrflmks. We have an OpenFlow
agent (OF-AG) locally attached to each BV-OXC for contruglits operationi.e., optical spec-
trum management. There are also some end-nodes in theaehsétwork, from which the
customers can launch upper-layer applications. To marnegeLbstrate network for vSD-EON
slicing, the InP incorporates a virtual network manager ) and a network hypervisor (N-
HV). Specifically, when a vSD-EON operator sends a vSD-EQjuest to the InP, the VNMgr
calculates the S-VNE schemieg(, the node mapping and link mapping results) for its virtual



DP (vDP) based on the SLA of the vSD-EON operator, and thenduats the scheme to the
NHV by using the RESTful APl. The NHV communicates with the-AB6s using OpenFlow
protocol with optical transport protocol extensions (OFOW/PE) [27], realizes control message
interpretation between the virtual and substrate netwtaents, and enables the OpenFlow
controller (OF-C) of each vSD-EON to realize transparen&NLC In the meantime, the NHV
monitors the BV-OXCs’ working status proactively, and viilvoke DP restoration automatical-
ly to recover the services of affected vSD-EONSs in case ofdé@lures. Therefore, transparent
DP resiliency can be realized for all the vSD-EONS. In thiskyave consider two DP restora-
tion schemes to satisfy the SLAs of vSD-EONSs. Specificallyl* VL protection is utilized

to support the vSD-EONSs that carry delay-sensitive flovemted applications to minimize the
service recovery latency, while for the vSD-EONSs that aridt bar carrying delay-insensitive
data-oriented applications, on-demand VL remapping igl tissave substrate resources. Note
that, these two DP restoration schemes are chosen for pfamfncept demonstrations, and by
modifying the VNMgr’s program, we can easily realize morplsisticated schemes [28-30] to
further balance the trade-off between service recoveentat and substrate resource utilization.

2.2. Design of Function Modules and Protocols

To explain the design of function modules and communicagpiartocols, we zoom in the ver-
tical structure of a vSD-EON in Fig. 2. We implement the OFf&ach vSD-EON based on
the ONOS platform [31]. Specifically, we leverage OF v1.34][and OTPE [27] and expand
the functionality of related ONOS modules to support thetimguand spectrum assignmen-
t (RSA) for lightpath setup on BV-OXCs. For each vSD-EON, tDE-C is instantiated in
high-performance servers on demand with network functiotualization (NFV). The OF-C
communicates with the OF-AG on each BV-OXC using OF w/ OTRBubh the NHV, which

is realized by modifying OpenVirteX [25] to support OF w/ CHPNote that, the design of
OpenVirteX determines that a single NHV based on it can stgpmaximum number of 255
vSD-EONSs [25]. Considering the fact that due to the constsadn spectrum resources, a prac-
tical EON cannot support too many vSD-EONSs, this upper lisisufficient and would not
restrict the scalability of our proposed system. The NHWstates the OF messages from the
OF-C for its virtual optical switches into those that can pelerstood by the OF-AGs. Hence,
the NHV realizes the vSD-EON slicing.

The in-house developed VNMgr is programmed to calculateSheNE schemes for vSD-
EONSs. As we have explained above, it inspects the vSD-EONKabqs’ SLAs and uses either
“1:1" VL protection or on-demand VL remapping to ensure thevg/ability of vSD-EONSs ac-
cordingly. Here, for “1:1” VL protection, the VNMgr uses alv\E algorithm that is modified
from the one that we developed in [14], which leverages tlaeshpath protection to calcu-
late both the working and backup substrate paths for eachgt.on-demand VL remapping,
the backup substrate path is obtained by finding the shddasible path based on the current
network status, when the working substrate path of a VL iscaéfd by an SL failure. The com-
munication between the NHV and VNMgr is based on the RESTRIL Ahe OF-AGs are used
to configure the BV-OXCs according to the flow-entries from @F-C, which has been trans-
lated by the NHV, and implement the required RSA for lightpsé¢tup. An OF-AG consists
of two parts,i.e., the OF client and equipment controller. The OF client isgpaosnmed based
on OpenvSwitch [33] to parse the OF messages for lightpattagement, while the equipment
controller is in-house developed and can configure the batidwariable wavelength-selective
switches (BV-WSS") in the BV-OXC through a serial port aatiog to the instructions from
the OF client. In our experimental testbed, we run the VNMgV, and OF-AGs on high-
performance Linux servers.

As shown in Fig. 2, the BV-OXC is realized with Finisax @ BV-WSS’. On each of its input
ports, we implement a link monitoring module (LMM), which mitors the corresponding SL



OF-C (ONOS)

OF w/OTPE

r -1 NHV (OpenVirteX) |

- |

OF w/OTPE - | OF-Client (Open vSwitch) |

OF-AG - |

| Equipment Controller |

vse |
[evoe ~fow s+
wes |

Fig. 2. Zoom-in view of the vertical structure of a vSD-EON Glient: OpenFlow client,
BV-WSS: Bandwidth-variable wavelength-selective swjtcMM: Link monitoring mod-
ule.

proactively. Specifically, if an LMM detects that the inpyitical power is below-35 dBm,
it will generate an alert message to report the SL failurdneoNHV. Then, the NHV invokes
DP restoration automatically to recover the services offferted vSD-EONSs. Note that, if the
vSD-EON uses “1:1" VL protection, the path switching is cantéd directly by the NHV, while
if it uses on-demand VL remapping, the NHV will need to comicate with the VNMgr for
obtaining the remapping schemes of the affected VLs. Haheeaecovery latency is different
for vSD-EONSs with different QoS requirements.

3. Operation Procedure

To fully demonstrate the functionalities of our vSD-EONcBIg system, we consider the cre-
ation of QoS-aware survivable vSD-EONS, the activationiglfitpaths in the vSD-EONSs to
support two types of upper-layer applications.( bulk file transfer and real-time video stream-
ing), and the automatic and simultaneous QoS-aware DPragistos for the vSD-EONs during
an SL failure. The detailed operation procedure is illusttan Fig. 3. First of all, when a vSD-
EON operator sends a vSD-EON request to the InP, VNMgr catleslthe S-VNE scheme of
vDP embedding based on the information iri.i,, the vDP topology, bandwidth requirement,
SLA, and end-node locations. Then, the vDP embedding izeshlvith the NHV, which maps
the virtual nodes (VNs) and VLs to substrate BV-OXCs and pathsuggested. Specifically, for
the VL mapping, the NHV reserves enough spectra for the vEIDHBN the selected substrate
paths, and if the vSD-EON uses “1:1" VL protection, enougbcifal resources are reserved
on both working and backup substrate paths for each VL. Médayan OF-C is instantiated
on the NFV server for the vSD-EON. At this moment, the InP agglishes the vSD-EON
creation, and it then hands over the OF-C to the vSD-EON ¢q@enahich will operate the
vSD-EON and set up lightpaths in it to support the upperflapplications from end-nodes.
When an end-node needs to launch an application, it forwafiggtpath request to the OF-
AG that is on its local BV-OXC. The OF-AG adds the end-nodeisant ID to the request
and sends it to the NHV. Upon receiving the request, the NHMrd&nes which vSD-EON
it belongs to based on the tenant ID, and forwards it to theesponding OF-C in the NFV
server. Then, the OF-C calculates an RSA scheme for theohginbased on the vDP topology
that it is aware of, uses the flow-entriesHrowMod messages to encode the scheme, and sends
the messages to the NHV. The NHV translates the flow-entrigswhat they should be in
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Fig. 3. Operation procedure for vSD-EON creation, lightpastablishment, and transpar-
ent DP restoration.

the substrate network and forwards the translated messagdhs related OF-AGs. With the
FlowMod messages, the OF-AGs configure their BV-OXCs to establishigfintpath in the
substrate network. Then, the lightpath is used to carryiegupbn traffic in the vSD-EON.

The operation of the vSD-EON can be interrupted by SL faduta that case, the NHV
will restore its vDP automatically, and the whole restamatprocess is transparent to the OF-C.
We use Fig. 4 to explain the transparent DP restoration sehevhose operation procedures
are shown in Fig. 3. As the first step, when an SL failure happtre NHV gets informed
immediately. In Fig. 4(a), if the vSD-EON uses on-demand ¥mapping, the NHV updates
the substrate topology in the VNMgr and communicates withdbtain the remapping schemes
for the affected VLs. Then, the NHV implements the remapgictgemes by updating the vSD-
EON'’'s embedding scheme in its database and sending conisggé-|owMod messages to the
related OF-AGs. Hence, the vSD-EON’s lightpath(s) thatedfected by the SL failure will be
rerouted in the substrate network. On the other hand, asrshrowig. 4(b), if the vSD-EON

Fig. 4. Transparent DP restoration schemes for vSD-EOMgj§a) on-demand VL remap-
ping, and (b) “1:1” VL protection.



uses “1:1" VL protection, the NHV will switch the affected ¥lto their backup substrate paths
directly, and there is no need to communicate with the VNMgr.

4. Experimental Demonstrations

This section discusses the experimental demonstrati@stver the creation of QoS-aware
survivable vSD-EONSs, the activation of lightpaths in thd&&v6ONSs to support upper-layer ap-
plications, and the automatic and simultaneous QoS-awRBreeBtorations for the vSD-EONs
during an SL failure. The network testbed is shown in Fig. B.ii¥plement the CP elements of
the vSD-EON slicing systeni.¢., the OF-Cs, VNMgr, NHV, and OF-AGS) in high-performance
Linux servers. The testbed also includes two commercial O[Huiawei Optix OSN3500), sev-
eral Finisar X9 BV-WSS’, erbium-doped optical fiber amplifiers (EDFAsG., for DP oper-
ations. The OTCs are used to aggregate/deaggregate ajoplitraffic. Specifically, an OTC
can aggregate the Ethernet traffic (at 100 Mb/s or 1 Gb/s) tthemts into an STM-64 opti-
cal signal (at 9.95 Gb/s), or the other way around. The spectange of each BV-WSS is
[152843,156688 nm in the C-band, and its minimum bandwidth allocation gtarity (i.e., a
frequency slot (FS)) is 12.5 GHz.

I )

High-Performance
Servers

Fig. 5. Experimental testbed, OTC: Optical transmissioassks, OSA: Optical spectrum
analyzer, EDFA: Erbium-doped optical fiber amplifier, WDMaVélength-division multi-
plexer/demultiplexer.

4.1. Creation of QoS-aware Survivable vSD-EONs

We first demonstrate the creation of QoS-aware survivablzESNs in the substrate network
that shows in Fig. 6(a), which consists of 6 substrate ndflesassume that there are two vSD-
EON requests fofenants 1 and 2. Each tenant requires a triangle vDP topology adriite] in

Fig. 6(a). Here, we assign the SLA value as 1 to indicate beawvED-EON uses on-demand VL
remapping, while if the SLA value is 2, “1:1” VL protectionised.Tenant 1 has a bandwidth
requirement of 180 GHZ.e., 15 FS’) and its SLA value is 2. Its embedding scheme is shown
in Fig. 6(a) with purple solid lines. It can be seen that the¢hvLs are mapped onto substrate
paths 2-3, 3-5, and 5-2. Since the vSD-EON uses “1:1” VL utite, the backup substrate path
is also determined for each VL. Specifically, the backup p&th 2-3, 3-5, and 5-2 are 2-1-3,
3-4-5, and 5-6-4-2, respectively. Fig. 6(b) shows the Wiaek capture of a control message
from the VNMgr to the NHV for embedding a VL dfenant 1. On both working and backup
substrate paths, the FS-blodi®0,204, which covers the FS’ whose center wavelengths range



from 154637 nm to 154777 nm, is reserved fofenant 1. On the other hand, the bandwidth
requirement offenant 2 is 100 GHz (.e, 8 FS’) and its SLA value is 1. Fig. 6(a) shows its
embedding scheme with green dash lings, substrate paths 1-2, 2-3, and 3-1 are used to carry
its three VLs. The vSD-EON uses on-demand VL remapping amsltlb backup substrate path
needs to be allocated during its creation. A control mesfage the VNMgr to embed a VL

for Tenant 2 is shown in Fig. 6(c). The FS-blodR44,351 (i.e., FS’ with center wavelengths
ranging within[153185,153253] nm) is reserved fofenant 2.
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: ~ Member sla"
Numper va'-Luf. ! " | Number value: 1 l
. Member Key: "priority”_ — phumber velue: 1_
» Member Key: "path" | ;r:m:;r ?/);iue'egan
~Member Key: "sla" -
e B —S e » Member Key: "jsonrpc"
“Number vatue: 2 , Hembor Key: "id"
» Member Key: "jsonrpc" vM:rm“b:: K:y: ”1 N
wign y: "method
» Member Key: "id String value: setlinkPath
~Member Key: "method" 9 .

String value: setLinkPath
(b) (c)
Fig. 6. Experiments of vSD-EONSs creation, (a) substrateltgy, and the control mes-

sages from VNMgr to NHV for embedding (b) a VL with “1:1” VL prection and (c) a
VL with on-demand VL remapping.

Figure 7 illustrates the Wireshark capture of the controksages used for creating the t-
wo vSD-EONSs, which provides the overall procedure of the MSDN slicing. Specifically, to
create each vSD-EON, the slicing system needs to assigeiiaattID and accomplish node
mapping, port mapping and link mapping. It can be seen tleat8D-EON creation fofenant
1 takes 383 msec, while the same latencyavfant 2 is 252 msec, which is shorter because no
backup substrate path needs to be allocated.



Mapping vSD-EON 1

[7ime |source |patinaion [ rastadignath __|itfo
83 14.126444000 Tenant_1 VNMgr HTTP 1351POST /vnManager HTTP/1.1 (application/json)

to
B
|

89 14. 134503000 VNMgr NHV HTTP 425P0ST /tenant HTTP/1.1 (application/json- rpc)I
121 14.245931000  VNMgr NHV HTTP 407 POST /tenant HTTP/1.1 (application/json-rpc)|
124 14.251185000 NHV VNMgr HTTP 66 HTTP/1.1 200 0K (application/json) |

|535 14.393006000 VNMgr NHV HTTP 370 POST /tenant HTTP/1.1 (application/json-rpc)|
538 14.406170000 NHV VNMgr HTTP 66 HTTP/1.1 200 OK (application/json) |
554 14.509710000 VNMar. Tenant 1 HTTP 66 Continuation or non-HTTP traffic 1
597 19.917768000 Tenant_2 VNMgr HTTP 1351 POST /vnManager HTTP/1.1 (application/json)

|603 19.923048000 VNMgr NHV HTTP 425P0OST /tenant HTTP/1.1 (application/json-rpc)l
657 19.939580000 VNMgr NHV HTT.P. o 402P0ST /tenant HTTP/1.1 (application/json-rpc) |
IGGO 19.941797000 NHV VNMgr HTTP 66 HTTP/1.1 200 0K (application/json) |
|1048 20.050074000  VNMgr  NHV HTTP  370POST /tenant HTTP/1.1 (application/json-rpc)|
1052 20.066254000 NHV VNMgr HTTP 66 HTTP/1.1 200 OK (application/json) |
11068 20.169955000 _VNMgr_ __ Tenant 2 HTTP __ _ 69BHTTP/1.0 200 OK (application/json) _ _ _

Mapping vSD-EON 2

Fig. 7. Wireshark capture of control messages used foringetite vSD-EONS offenants
1and 2.

4.2. Activation of Lightpaths in the vSD-EONs

After the vSD-EONSs have been created, their end-nodes calssevice requests to the OF-Cs,
which will activate lightpaths to support the applicatioRigy. 8(a) shows the Wireshark capture
of messages used to set up two lightpathsTamants 1 and 2, respectively. The first request
is from Tenant 1 and it asks for a lightpath for real-time high-definitiondHvideo streaming.
Specifically, the request is generated by the end-nodeghatally connected to the BV-OXC
on Substrate Node (SN) 3, and the lightpath should be routed¥d 2. ThePacketln message for
the request is formulated and sent to the NHV, which detegminbelongs tdenant 1 based
on the tenant ID, translates it and forwards the translatedsage to the OF-C denant 1.
The OF-C then calculates the RSA of the lightpath in its vSDNEand encodes the result in
FlowMod messages. Next, tHdowMod messages are translated by the NHV and forwarded to
the BV-WSS’ onSNs 2 and 3 to activate the lightpath, which occupies one FS.

On the end-nodes, we implement the streaming media softéasgDarwin [34] to realize
real-time HD video streaming on the lightpath, which usesubker datagram protocol (UDP)
protocol in the transport layer. Specifically, the softwareltiplexes/demultiplexes 50 video
streams (each of which has the resolution of 192M80) and generates a traffic flow whose
data-rate is around 1 Gbps. The video traffic is sent/redeigeng the Gigabit Ethernet (1GbE)
ports on the high-performance servers3s 2 and 3, between which the optical transmission
is realized by the OTC. Specifically, we connect the seri#BE ports to/from the 1GbE ports
on the OTC, where the video traffic is groomed onto or de-gmdinom an STM-64 optical
signal whose center wavelength is 15247nm. The second request is frdemant 2 for bulk file
transfer. The lightpath, which also uses one FS, is set upthét similar procedure as discussed
above, and the OTC transmits the data traffic using a centeelerzgth of 153247 nm. Fig.
8(b) shows the spectra of the two established lightpath&hwindicates that the lightpaths
in the two vSD-EONSs share the same substrate path 2-3 wirelift spectrum assignments.
Note that, to ensure an apple-to-apple comparison on tloweeg latency, we also implement
the file transfer using the UDP protocol and make sure that & DP restoration scheme in
the physical layer would affect the recovery latency.



Lightpath activation for Tenant 1

No, Time Source Destination Protocol Length _Info

| 984 16.854344000 Node 3 NHV OF-w-OTPE 16846073 > 6633 [Type:PacketIn] |
| 986 16.856282000 NHV Controller 1 OF-w-OTPE 16852685 > 6633 [Type:PacketIn] |
| 988 16.880830000 Controller 1  NHV OF-w-OTPE 1706633 > 52686 [Type:FlowMod] |
| 99116.882820000 NHV Node 2 OF-w-OTPE 1706633 > 56728 [Type:FlowMod] |
| 99516.885294000 Controller 1  NHV OF-w-OTPE 1706633 > 52685 [Type:FlowMod] |
L. 99816.80246500@ NHY _____ Node 3 OF-w-OTPE _ 1706633 > 46073 [Type:FlowMod] |
[ 2817 45.993359000 Node_3 NHV OF-w-OTPE 168146073 > 6633 [Type:PacketIn] |
| 2819 45.994842000 NHV Controller 2  OF-w-OTPE 16859333 > 6633 [Type:PacketIn] |
- 2821 46.024518000 Controller 2 NHV OF-w-OTPE 1786633 > 59333 [Type:FlowMod] -
| 2824 46.025414000 Controller 2  NHV OF-w-OTPE 1786633 > 59334 [Type:FlowMod] |
| 2827 46.026580000 NHV Node 2 OF-w-OTPE 1706633 > 56728 [Type:FlowMod] |
PO~ 4 s WU | YRR DR i) | |
/'
(a) Lightpath activation for Tenant 2
20A 1 1 1 T L) ! ) 1 L

1532 1534 1536 1538 1540 1542 1544 1546 1548 1550
Wavelength (nm)
(b)

Fig. 8. Experimental results for lightpath activation, @)reshark capture of messages
used, and (b) spectra of the established lightpaths in tilp ESONSs.

4.3. Automatic and Simultaneous QoS-aware DP Restoration for the vSD-EONs

Finally, we demonstrate the automatic and simultaneous-&ee DP restorations for the
two vSD-EONSs. Specifically, when the application traffic be two established lightpaths are
ongoing, we disconnect the fiber that connefts 2 and 3 to emulate an SL failure. Fig. 9(a)
captures the messages used for the DP restorations whasslpre is explained as follows. In
Step 1, the LMM sends an alert message to the NHV immediately aftégtects the SL failure.
Then, inStep 2, the NHV first tries to recovery the VL ofenant 1, since its SLA value is
higher. Basically, since the backup substrate path is fimeleded (.e., 2-1-3), the NHV directly
sendsFlowMod messages t&\s 1, 2 and 3 and asks them to perform the path switching to
restore the lightpath. Then, the real-time HD video stre@nis recovered with a relatively short
latency. Next, irStep 3, the NHYV starts to recover the lightpathTghant 2 with on-demand VL
remapping. Specifically, it communicates with the VNMgr éport the SL failure and obtain
the VL remapping scheme. Then, the NHV implements the schisnsending corresponding
FlowMod messages to related SNs as showSBtip 4. Here, the restoration substrate path for
the VL remapping is 2-4-5-3. Finally, iBtep 5, the NHV communicates with the VNMgr and
LMM to inform them that the DP restorations are accomplishied update the network status.
Then, we conduct experiments to measure the QoS paramétites ienants’ applications.
Here, in order to make the measurements more accurate faptiieations, each experiment
only build a vSD-EON for one tenant and invoke DP restoraftiwrtit, i.e., performing indepen-



Calculating and remapping
No. Time Source Destination Protocol Length  Info

1 1375 25.069388000 LMM NHV HTTP 393 POST /status HTTP/1.1 (applicatioen/json-rpc);
T138125.075614000 NHV Node 27~~~ OF-Ext "~~~ 1706688 > 51718 [Type:FlowMod]\ 77
1383 25.076943000 NHV Node 3 OF-Ext 170 6688 > 50029 [Type:FlowMod]
@ 1384 25.077617000 NHV Node_1 OF-Ext 170 6688 > 57201 [Type:FlowMod]
1139025.691278080 NHV | VNMgr  HTTP | 130 POST /vnManager HTTP/1.1 (application/json) |
@ 1 1404 25.097392000 VNMgr NHV HTTP 369 POST /tenant HTTP/1.1 (application/json-rpc)!
1 1415 25.107280000 NHV VNMgr HTTP 66 HTTP/1.1 200 OK (application/json) I
11560 25.161749000 VNMgr NHV HTTP 455 POST /status HTTP/1.1 (application/json- rpc)j
"1571725.163791000 NHV Node 2" """ OF-Ext " 1706688 > 51718 [Type:FlowMod] ~~~~ ~°°
@ 1572 25.163906000 NHY Node 3 OF-Ext 170 6688 > 50029 [Type:FlowMod]
1575 25.164013000 NHV Node 4 OF -Ext 170 6688 > 42969 [Type:FlowMod]
=LaiBiza- Iha t nib VIS Radlars SOk sExt SR L/ Dhas i1 08 I8 i Typa s bawdiod ] SR
@ 1 1582 25.164547000 NHV VNMgr HTTP 66 HTTP/1.1 200 OK (application/json),
{81622}250726 5865600 KN — HLE 66 HTTP/1.1 260 OK _(application/json);
(a)
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Fig. 9. Experimental results for DP restorations, (a) Wiezk capture of messages used,
(b) receiving bandwidth of video streamingTanant 1, (c) Y-PSNR of video playback in
Tenant 1, and (d) receiving bandwidth of bulk file transferTienant 2.

dent instead of simultaneous DP restorations. The reaehd@mdwidth of the video streaming
in Tenant 1 is illustrated in Fig. 9(b). Here, the results are obtaibgdomparing the receiving
bandwidth with the sending one at each time instant. It caselea that at = 13 seconds, the
SL failure happens and starts to impact the video trafficlevbinly after 2459 seconds, the
service of video streaming is recovered. Here, the recaageycy includes the time used for
detecting the SL failure, sending/receiving control mgssareconfiguring related BV-WSS’,
and resuming the upper-layer video streaming session. fify ¥ikat the video streaming ser-
vice does get restored, we randomly select one from the ®Ed\@tteams and plot the luminance
components peak signal-to-noise-ratio (Y-PSNR) of itylpéek in Fig. 9(c). The results on Y-
PSNR confirm that the video’s playback quality is recoveriéera- 3 seconds. Moreover, we
take screen-shots for the videioe( Rio 2 produced by the Blue Sky Studio [35]) before the
SL failure, during the DP restoration, and after the DP madion, and show them in Fig. 10 to
demonstrate the playback quality explicitly. It can be séw even though the SL failure can
cause packet losses and degrade the video'’s playbackyytiaditservice gets recovered to its
original state after the DP restoration.

The receiving bandwidth of the file transfer Tenant 2 is plotted in Fig. 9(d), which indi-
cates that the data traffic is affected by the SL failuré at13 seconds and its service gets
restored after 388 seconds. Here, the recovery latency includes the tiree f8 detecting
the SL failure, sending/receiving control messages, cetating the VL mapping scheme, re-
configuring related BV-WSS’, and resuming the upper-laylertfiansfer session. At last, we
repeat aforementioned DP restoration experiments fom2€giand obtain the average recovery
latencies forTenants 1 and 2 as shown in Table 1. Note that, in a practical EON thetrsoa
relatively large geographical area, the difference on ¢gevery latency would be larger, since
the on-demand VL remapping would take longer time to digtelthe control messages and
have more BV-WSS’ to configure. Moreover, as the backup pathsiot reserved in advance,



the VNMgr might not be able to obtain a feasible VL remappiclgesne when the traffic load
in the EON is relatively high, which would cause even longsowvery latency.

(a) (b) (©

Fig. 10. Screen-shots of video playback, (a) Before fai{narmal transmission), (b) dur-
ing reconfiguration (packet losses and degradation), feJ edstoration (return to normal
transmission).

Table 1. Average recovery latencies for vSD-EONSs carryiffgreént applications.
Tenant ID | DP Restoration Scheme| Recovery Latency (second)
1 “1:1” VL Protection 3.091
2 On-demand VL Remapping 4.887

5. Conclusion

In this paper, we designed and demonstrated the buildingjpeicting of QoS-aware survivable
vSD-EONSs that are equipped with transparent DP resilidhgyfirst designed and implement-
ed the vSD-EON slicing system to realize automatic DP rasitum that is transparent to the
controllers of vSD-EONSs. Then, we built a network testbedxperimentally demonstrate the
creation of QoS-aware survivable vSD-EONSs, the activatidightpaths in the vSD-EONSs to
support two types of upper-layer applications, and theraat and simultaneous QoS-aware
DP restorations during an SL failure. The experimentalltesndicated that our vSD-EON s-
licing system can build QoS-aware survivable vSD-EONs emand, operate them to set up
lightpaths for carrying real application traffic, and fiteile differentiated DP restorations dur-
ing SL failures to recover the vSD-EONS’ services accordntpeir SLAS.
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