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Abstract—Software-defined networking (SDN) is a promising Therefore, when it comes to supporting new protocols, Open-
technology that can resolve the challenges faced by vehieul Flow has no other choices but to add match fields constantly
networks. However, the OpenFlow-based SDN implementatian 1g] Thjs, however, can restrict the effectiveness ofwsafe-
can only provide a protocol-dependent data plane. This can defined ’ hicul ' ¢ K . ial i
restrict the effectiveness of software-defined vehicular etworks, elined venicular networks, sSinceé special-purpose presoco
since special-purpose protocols that have not been standiized that have not been standardized in OpenFlow specifications
in OpenFlow specifications are used frequently in vehicular (e.g, dedicated short-range communication (DSRC) [15]) are
networks. TO address this issue, this work studi_es how to réize sed frequently in vehicular networks. Hence, people ak-se
a protocol-independent data plane by leveraging the protadl ;q for the SDN technologies that can further enhance the net
oblivious forwarding (POF). Specifically, we present the dsign - . .
of a software-based POF switch (PVS) that supports runtime work programmability and reahzg a protocol-mdependm&d
protocol customization in principle. We implement PVS in a Plane, and both the protocol oblivious forwarding (POF),[19
switch box, and propose a flow table management scheme t020] and programming protocol-independent packet procgsso
ensure high-throughput packet forwarding. The experimenal (P4)[21] have been put forward for this purpose. Moreower, t
;‘isluoltségsg%;gﬁttﬁgsa‘éigtgcg'Zeé’?gll'get;;?;es p;%?:};"%?“&gg 4 improve the security of software-defined vehicular netsork
flow table management scheme is effective. ’ one may expect the SDN switches to support runtime protocol

customization. This is because changing the network pobtoc
in runtime helps to make network operations more private
and thus more difficult to be compromised. POF fits to this
requirement in principle.

Index Terms—Protocol oblivious forwarding (POF), Flow table
management, Software-based SDN switch.

|. INTRODUCTION

. Control Flow —
ECENTLY, the advantages of software-defined network- Data Plane Link —— i - SDN Controller
ing (SDN), which separates the control and data planes =
of a network and incorporates centralized network contndl a SDN Switch SDN Switch

management (NC&M) for enhanced network programmabil-
ity, have been verified extensively in various networks [1-
12]. Moreover, the studies in [13] suggested that with the
centralized NC&M, SDN could be a promising solution to the
challenges faced by vehicular networks [13-E7{, low data
forwarding efficiency, unbalanced link utilization, fresu
t security breaches, and insufficient protocol compatibili
Fig. 1 shows the architecture of a software-defined vehicula
network. The centralized SDN controller is in charge of the
flow setup and packet forwarding in the data plane, which
is built with SDN switches to interconnect the access points
(APs). Hence, the packets from the vehicles can be forwarded
correctly to realize vehicle-to-vehicle communications.
Note that, most of the existing SDN implementations afdg. 1. Architecture of a software-defined vehicular networ
based on OpenFlow, which uses a protocol-dependent data
plane with only limited programmability. Specifically, Ope  POF uses a three-tupteoffset length value> to generalize
Flow defines match fields based on existing network protocalge description of match fields, and also introduces a generi
(e.g, IP), and thus an OpenFlow switch has to know thow instruction set (POF-FIS) [19] to operate on it. Here,
protocol to parse and match to the fields in a packet headsffsettells the start bit-location of a match field in packets,
lengthindicates the field’s length in bits, andlue describes
Q. Sun, Y. Xue, S. Li and Z. Zhu are with the School of Inforraati the field's value. For instance, tiestination IP Addresgeld
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Fig. 2 describes an example on how to process IPv4 packietdependent software-based switdlg.,, PISCES. However,

in SDN switches according to the working principle of PORhe switch needs to be recompiled every time when it has
Firstly, the switch needs to check whether the packet is &msupport a new protocol.

IPv4 one. This is achieve by examining whether the value of In this paper, we present our design of a software-based POF
the Typefield (i.e., {offset= 12 bytes,length= 2 bytes) in  switch (PVS) that supports runtime protocol customization

the packet'€thernet Headeis 020800. If not, the packet gets principle. We implement PVS in a switch box that is based
dropped directly. Otherwise, the switch continues to ettittee on the advanced telecommunications computing architectur
Destination IP Addresgeld (i.e., {offset= 30 bytes,length= (ATCA), by leveraging the packet processing acceleratiug t

4 bytes), and uses its value to find the match rule of the packgtovided by data plane development kit (DPDK) [31]. Com-
(i.e., the corresponding packet forwarding action(s)). Nex, ttpared with the software-based POF switch that was repanted i
switch needs to decrease the value of the pacKefls field [18], PVS adopts new hardware/software designs to achieve a
(i.e., {offset= 22 bytes,length= 1 byte}) by one. If theTTL much higher packet forwarding throughput. We also propose
field becomes zero, the packet will be dropped. Otherwise,flow table management scheme, which organizes the flow
the switch recalculates and updates @teecksundield in the entries in PVS based on their popularity, to further imprihes
packet (.e., {offset= 24 bytes,length= 2 bytes) according performance. Our proposal is then experimentally dematistr

to the value of the wholdPv4 Header(i.e, {offset= 14 ed in a real network testbed. The experimental demonststio
bytes,length = 20 bytes). The packet processing procedureerify that PVS can achieve a packet forwarding ratel of
shown in Fig. 2 indicates that with POF, the SDN switcheShps when the packets’ size 32 bytes, and the flow table
can process and forward packets without knowing the actuahnagement scheme can effectively improve its throughput.
network protocol in the data plane. Hence, POF makes theThe rest of this paper is organized as follows. We describe
data plane completely protocol-independent and can stippie architectural design of PVS in Section Il. The flow table
new protocols in a future-proof manner. management scheme is discussed in Section lll, and Section
IV presents the experimental results on PVS. Finally, we
summarize the paper in Section V.

Field@{12B,2B} = 0x0800?

N Il. ARCHITECTURAL DESIGN OFPVS
Extract field@{30B,4B} and find Fig. 3 shows the forwarding model of PVS. In this model,
e R each packet directly gets processed by a pipeline, whichilis b
l with the multi-stage flow tables that are based on POF-FIS
Set field@{22B,1B} as [22]. Specifically, the header fields of packet®.( the flow
field@{22B,1B} minus 1; entries’ match fields) are extracted according to the P@Ie-st
three-tuple<offset length value>. Therefore, when PVS is
up and working ite., at “runtime”), POF controller can add,
Field@{22B,1B} = 0? remove and modify flow entries for specifying match-action
N rules to support new protocols on-the-fly. Moreover, POF-
FIS also defines th@/rite-metadatanstruction, which enables

, flow tables to extract an arbitrary bit-block in a packet and
Reca&%ﬂiﬁ: 22:2%%1223',2%?} and Drop. cache it in PVS'metadata memorfor later use in a pipeline.
Hence, the packet processing and forwarding in PVS is more
flexible than that in OVS [28] and PISCES [30], since the pre-
defined packet parser is not required anymore. Consequently
PVS can support runtime protocol customization in prireipl

Previously, people have discussed the working principl® realize the forwarding model in Fig. 3, we design the
of POF in [18, 19], implemented POF-enabled controllearchitecture of PVS as that in Fig. 4(a), which runs on a Linux
and network virtualization hypervisor in [18, 22, 23], andystem and uses DPDK to ensure high-throughput packet
performed functional demonstrations in [24—27]. Howetteg, forwarding throughput [18].
implementation and demonstration of high-throughput POF Note that, to improve its throughput, OVS builds a fast path
switches were still missing. Without a powerful switch likehat consists oMicroflow Cacheand Megaflow Cachg28,
OpenvSwitch (OVS) [28], one can never fully explore th@9]. Specifically, when it receives a new packet flow, OVS
benefits of POF. OVS is an open-source software-based switchates an entry in botflicroflow CacheandMegaflow Cache
that can realize high-throughput packet forwarding based and when they are full, new flows would be processed in the
OpenFlow. Nevertheless, since the organization and psoags slow path. However, the cache management in OVS does not
schemes of POF-based flow entries are significantly differezonsider the popularity of flow tables, and thus when theee ar
from those in OpenFlow switches, the optimization techagumultiple simultaneous flows, the packet arrival sequence ca
developed to improve the performance of OVS [28, 29] cannaffect its forwarding performance [29]. Moreover, the flagi
be directly utilized to design high-throughput POF switthematch fields in POF would make the table cross-product
By leveraging P4, the authors of [30] have realized a prdtocaomputation forMegaflow Cachenuch more complex, even

Fig. 2. Example on processing IPv4 packets according to POF.



We implement PVS in a switch box that is based on ATCA

and runs Linux. As shown in Fig. 4(b), the PVS system uses
Pm'i.rotqcoy |Translate <offset, length> a standard 3U chassis that consists of two linecards,
Customization Match for computing and switching, respectively. The switch bsx i

equipped with12 10GbE ports and two 1GbE ports.
POF m

Controller Y
it —tlnks Al ~leleinieiebe [1l. FLow TABLE MANAGEMENT IN PVS
ingress mMat_crg;\cﬁonr HJMatgh;\dionr [UMat;h-bfl\ction Egress In this section, we describe the proposed flow table man-
e able able . .
Packet Processing Pipelines | agement scheme for moving flow entries betwéeibl and

H-Tbl with the assistance dEFE-Gen

| Metadata Memory |

Interface w/ POF controller

Fig. 3. Forwarding model of PVS. a4 POF Protocol Stack | s )
e
Database
o . . . Cold Tables
though it is already very complex in OVS [28]. Considering Im
these issues, we design the modulesGold Tables (C-Tbl) % Generation
Hot Tables (H-Tbl) Exact Flow Entry Generation (EFE-Gen) Hot Tables
and Packet Processing (Pkt-Pro@ PVS. Packet Processing -
When a packet is received from the DPDK porBkt-

Proc looks upH-Thl. If an entry can be found there for the N DPDK Ponts |

packet, it processes the packet according to the matched ent ~~ -----===------- DPPKDriver, _ _ User Space

Otherwise Pkt-Proccontinues to checkc-Thl for the packet, =~ -======-------“3--------- TR,
and if it still cannot find any entry there, it will tell thwitch Network Interface Card (NIC)

Control (Sw-Ctrl)module to encode the packet irPacket In Packets

message to send to the POF controller. Herd bl stores the

flow entries generated bFE-Gen which are all for exact (a) Architecture of PVS.

match. HencePkt-Proc can search for flow entries iH-Tbl
quickly with hash match. On the other har@hTbl stores the
flow entries that are just received from the POF controller
throughSw-Ctrl These flow entries may have masks, and for
each flow entry, the mask can be discontinuous in terms of bit-
location. Therefore, matching to an entry @GTbl would be
slower than that irH-Tbl, since both the longest prefix match
(LPM) and hash match are not feasible. The hash maté¢h in
Tbl has a complexity o©(1), and the complexity of searching
H-Tbl is O(n), wheren is the number of entries in it. The (b) Picture of PVS system.
complexity of entry match inC-Tbl is O(m), wherem is
the number of bits to match in each entry, while the sear
complexity of C-Thl is the same as that ¢&f-Thl.

EFE-Gengenerates an exact flow entry based on an entry
in C-Thbl and stores it inH-Thl, when Pkt-Proc determines o
that the entry inC-Thl is popular according to the history ofA- Problem Description
packet processingw-Ctrimanages all the functional modules It is known that the packet forwarding performance of an
in PVS, and it is also responsible for initializing the locaBDN switch can be significantly affected by its flow table look
resources in PVS and executing the POF control messagesscheme. This also applies to our PVS. Similar as OVS, PVS
received from the POF controller at runtime. When PV8&lso takes the priority of flow entries into consideratiohisT
is handshaking with the POF controllegw-Ctrl gets the means that if a packet matches to multiple flow entries, PVS
configuration of PVS €.g, the settings of switch ports andprocesses it according to the one with the highest prionty a
flow table capacity) from the&Configuration Database (Cfg- ignores the remaining entries. Hence, sorting the flow esitri
DB) and stores the configuration received from the controller descending order of their priority would help to reduce
(e.g, the settings oH-Thl and C-Thl) in Cfg-DB. The POF the complexity of average flow table look-up. Neverthel@ss,
Protocol Stackmodule is in charge of the communicationsddition to the priority, the popularity of flow entries waul
with the POF controlleti,e., parsing the control messages fronalso affect the complexity of flow table look-up. For instanc
the POF controller and encapsulating control messagesitb sé the packets of an elephant flow match to an entry whose
to the POF controller. priority is low, PVS has to go through most of the entries for

c
FQ;. 4. Design and implementation of PVS.



a match frequently. Therefore, the organization of flowiestr comes in, the match result is correct as indicated in Fig). 5(a
in PVS should be adjusted dynamically according to not oniowever, this might not always be the case. For instance, in
their priority but also their popularity, which is actualbur Fig. 5(b), even though the priority dEntry 3 is lower than
motivation to introduceC-Tbl andH-Tbl in PVS. that of Entry 1, it is more popular thafentry 1. Then, after
two rounds of sorting, if PVS just takes the first match and
then processes the packet with IP address “10.1.1.1” uking t
matched action oEntry 3, the action would be incorrect. A
@|p=10_1_1_1 Act 1 @ similar issue has been pointed out in [32] too, but the agthor
considered it as an open question for their future work.

The aforementioned issue comes from the dilemma that
fast table look-up and exact flow entry search can hardly
be realized in a single table. Therefore, we come up with
a scheme to selectively generate exact flow entries f@am
Tbl with EFE-Genand store them irH-Tbl. The proposed
scheme is illustrated in Fig. 5(c), whe€& Thl stores all the
IP Prefix=10.1.1.0/24 [ Act1 |9 flow entries that can have masks and are sorted by the priority
3 [ IP Prefix=10.0.0.0/8 | Act3 |1 When PVS determines that a flow entry @Tbl is popular,
EFE-Gengenerates one or more exact flow entries from it
and stores the result id-Tbl. All the exact flow entries ifH-

Tbl are sorted by the popularity, and thus they can be searched

quickly with hash match to accelerate packet forwardingeNo

that, since the packets from multiple flows can match to the

{}”3:10_1_1_1 Act1ﬁ same masked flow entry i€-Thl, EFE-Gencan generates

P Prefix=10.1.1.0/24 | Act 1 multiple exact flow entries from the masked one and put them
—— in H-Thl, as shown in Fig. 5(c). In addition to this negative

2 | IP Prefix=10.1.2.0/24 ] Act2 case, we also need to address the situations in wHidll is

|EntryID |Match |Action | Priority |

IP Prefix=10.1.1.0/24 | Act 1

(a) Sort flow entries in a table (correct scenario).

P Pre 0.0.0.0/8 . full or the entries inH-Tbl is not popular anymore. Therefore,
IP=10.1.1.1 Actsﬁ X we need to update the flow entrieskiThl dynamically.
P Pre 0.0.0.0/8 A
1 | IP Prefix=10.1.1.0/24 | Act1 |9 B. Flow Table Management Algorithm
2 | IP Prefix=10.1.2.0/24 | Act2 |9 The flow table management scheme in PVS includes three

steps, which are executed periodically with a fixed intefval
Specifically, we determine the popular entriesGrTbl with
the procedure irAlgorithm 1. When the system first starts,
Line 1 initializes the counters of all the flow entries @ Thl

(b) Sort flow entries in a table (incorrect scenario).

Packet Processing r,IF,?2?6‘5?,13(‘?9???‘?9;,,3,,‘ as zero and stores them in the aregy]. Then, in the for-loop
- - i IP=10.0.0. Ct3 | . .
| that coversLines 2-10, we find and update the popular flow
H-Tbl . . . . .
: entries inC-Thl every time period’. Specifically, the for-loop
H-Tol 8 . IP Prefix=10.0.0.232 | Act3 coveringLines3-9 first dumps and records the counters of all
C-Tol i C-Tol the flow entries inc[ |, and then find the popular entries by
1 | IP Prefix=10.1.1.0/24 | Act1 |9 1 | IP Prefix=10.1.1.0/24 | Act1 |9 Comparing eaCh entry’s Counter Wlth a threSh’@Jd\lOte that,
2 | IP Prefix=10.1.2.0/24 | Act2 |9 2 [ IP Prefix=10.1.2.0/24 | Act2 | 9 f h b f t @}-Tbl C Tbl t N
YT s Trrreincioooos Taes T we refer to the number of entries asC-Thl.entryNum

- Lines 5-7 compare the current and previous values of the
(c) Update flow entries itH-Tbl. counter of each entry. If the increment on the counter iselarg
thann, Line 6 sets thehot-flagof the entry as TRUELine 8
updates the counter’s value ig[i].

Here, the thresholg is obtained in an adaptive manner as
Note that, a straightforward way to adjust the organizatiosrbown mAIgonth.m 2. First of a!l, .L|ne 1 initializes as the
of flow entries dynamically in PVS is to sort them first byaverage popularity of the entries(, the average value of

- . “their counters) irC-Thl. Then, after each time peridd, Line
the priority and then by the popularity [32]. For example, i obtains the popularity of the entry that is the closest & th

Fig. 5(a),Entry 2 is the most popular one in the tablend its " . :

priority is also the highest. Hence, after two rounds ofiagrt posm_o_n of b_ottoml()_% in H-Tbl ase. Lines 4-8 updater.

it takes the first place in the table whilentry 1 becomes Specifically, if H-Tbl is not full, Line 5 sets the threshold as
min(n, ), and thus we can insert as many popular exact

the second. Then, when a packet with [P address 10'1'1;}]0W entries inH-Thl as possible. Otherwise, we should update

LI Fig. 5, we use the darkness of its color to denote the papulaf a H-TPI'in @ slower manner and hence, the threshold is set as
flow entry, i.e., the darker its color is, the higher its popularity is. n = € in Line 7. Next, after obtaining the popular entries in

Fig. 5. Examples on flow table management.



C-Thl, we useEFE-Gento generate exact flow entries out ofNote that, inLine 7, we set théhot-flagof an entry inC-Thl
them. Finally, we update the entrieskhTbl. Specifically, we as false, if an exact flow entry has been generated out of it
replace the entries it-Thl with the newly-generated onesand inserted irH-Tbl. This is performed to avoid to generate
from C-Thl, whose popularity is higher. Note that, to ensurduplicate exact flow entries in subsequent operations.

the completeness @-Tbl, we would not delete an entry from

it even if one or more exact flow entries have been generated IV. PERFORMANCE EVALUATION

out of it and inserted irtH-Thl. . . . .
In this section, we conduct experiments in a real network

: = — testbed to evaluate the performance of PVS as shown in Fig.
A_Ig.o_rlt_hm L Find ngular Flow Ehtnes hC-Thl 6. The testbed uses a POF controller which is programmed
1 initialize all the entries’ counters in array| | aso; based on POX [18] to control the PVS in the data plane.
2 for every time period” do We implement PVS in a switch box.€., ATCA). And a
3 | for every entryi € [0, C-Thl.entryNurhdo commercial traffic generatoii.€., BigTao with two 10GbE
4 dump and record the entry’s counterdfi]; ports) is utilized to generate the testing traffic.
5 if cfi] — coli] > n then
6 | sethot-flagof the entry as TRUE;
7 end POF Controller
8 &) [Z] = C[L],
9 end
10 end BigTao

Algorithm 2: Update Self-Adaption Thresholgd

initialize n as the average popularity of entries@Tbl);
for every time period” do

sete as the popularity of the entry closest to the
position of bottom10% in H-Tbl;

N P

Fig. 6. The topology of the experiments.

w

4 if H-Tbl is not full then

Z e|Isej7 = min{7, e}; A. Packet Forwarding Throughput

- | n=e We first measure the single-port packet forwarding through-
8 end put of the PVS system. The experiments use the traffic
9 end generator to send & Gbps flow to PVS, change its packet

size from64 to 1500 bytes, let the controller install one entry
in C-Thl, and measure the throughput of PVS.

Algorithm 3: Flow Table Management

1 entry = LookUp(H-Tbl) with hash; 0

2 if entry = NULL then — sl

3 | entry= LookUp(C-Tbl); I

4 | if (entry# NULL) AND (itshot-flagis TRUE)then € 6}

5 generate exact flow entgntry’ out of entry; §

6 insertentry’ in H-Thl & 4f — o

7 sethot-flagof entry as FALSE; 8 —— Throughput of PVS
s | end 2r

o end % I I S N

10 if entry £ NULL then 64 128 256 512 1024 1500
11 | process packet according to thetion of entry, Packet Size (Byte)

12 else Fig. 7. Single-port packet forwarding throughput.

13 | sendPacketIn to POF controller;

14 end

Fig. 7 shows the experimental results. It can be seen
that the PVS system can achieve line-rate forwardinegy, (

Algorithm 3 shows the overall procedure of flow tablea throughput of10 Gbps) when the packet size is longer
management in each operation. When a packet arrives, P¥M&n 512 bytes, which corresponds to a packet processing
first checksH-Thl and if a match can be found, it processesate of2.44 x 10 pps. However, when the packet size keeps
the packet accordingly and skifsTbl to avoid unnecessary decreasing, the throughput of PVS decreases. This is becaus
search there. Otherwise, PVS will che€kTbl for a match. when the packet size decreases, the PVS system needs to



process more packets every second. Note that, even thoegh th 10.2

throughput of PVS is aroun?2l6 Gbps when the packet size is 10 )
64 bytes, the packet processing rate is actually higher thatn th _osl \7‘\/
of the case withh12-byte packets. This is just a preliminary 2 o6l ]
demonstration of our PVS system to confirm that it has the e

potential to achieve high-throughput protocol obliviowket g 1
forwarding. The current PVS can still be optimized in a few E o2r _ ]
perspectives.g, incorporating parallel processing with multi- 8 :ké.nfﬁqs ]
core, which will be addressed in our future work. 88 | ___JZo0ums

8.6
2l0 4IO 6.0 8l0 100

B. Impact Factors of Packet Forwarding Throughput

As PVS runs flow table management periodically with
a fixed interval T, its throughput can be affected by Fig- 9 Impact of the number of flows.
too. Hence, we send00 flows with a total data-rate of0
Gbps to PVS, chang@ within [0.001, 1] ms, and obtain the

Number of Flows (Packet Size = 512 Bytes)

=)

throughput results in Fig. 8. We observe that wliéis shorter é 8
than 0.2 ms, the frequent flow table management operations Fiy
. . 4
would affect the throughput of PVS significantly, but whHgn 5,
@
approaches td ms, flow table management would not degrade = ol - - - - 4
the throughput of PVS anymore.  Time(s)
(a) Sending rate from traffic generator.
10
-
[©]
10 =6
t/ ——Packet Size = 512 Bytes E 4
9 ——Packet Size = 256 Bytes g,
% st Packet Size = 128 Bytes 8 . . :
_% —— Packet Size = 64 Bytes 0 > 4 G s 10 12
o 7+ ] Tlm(_e (s)
P 3 /— | ?10 (b) Throughput of PVS without flow table management.
C\:(I6 § 8 i
QO 4t D‘F“ 4
£ 2
3F e 1]
0 2 Timg (S) 10 12
2O 0.2 0.4 0.6 0.8 1 (c) Throughput of PVS with flow table management.

Time Interval T (ms)

) ) Fig. 10. Performance of flow table management.
Fig. 8. Impact of flow table management interial

Meantime, the number of flovys can affect the performancne PVS, and we sef’ — 3 seconds for checking the changes
of flow table management. This is because when a pac%et

arrives, PVS would need to sear¢hTbl, and the search rought by flow table management in an observable time scale.

complexity of H-Tbl is O(n), wheren is the number of flow Fig. 10(a) shows the sending rate of the traffic generator.

entries in it. Hence, when there are more concurrent floves, tl-ghe throughput of PVS without the flow table management

number of flow entries itH-Thl becomes larger, which would is plotted in Fig. 10(b), which indicates th_at_the througt mlL.
decrease the throughput of PVS. Fig. 9 shows the ex erimer?(}i/s can only reach around 2 Gbps. This is because without
gnp -9 P tﬁe flow table management, PVS has to go through all the

results on the impact of the number of flows on the throughpﬁjéw entries inC-Thlto get matches for certain packets, which

of PVS. Here, we sef” as {1,0.1,0.01,0.001} msec, and increases the complexity of packet processing and thusslimi

select the packet size §3%2 bytes. We can see that whé&his . piexity of p P 9

shorter thanl msec, the number of flows has a larger impaétts_throughput. Nevertheless, Whef‘ the flow table managemen
' iS in place, the throughput of PVS increases to around 10 Gbps

on the throughput of PVS than that in the cases wiieis after 3 seconds in Fig. 10(c). This verifies that generatkage

longer ‘h"’?m msec. The S|m|lar_ trend can also be observed How entries and inserting them I4-Tbl do effectively reduce
the experiment results shown in Figs. 11(a) and 11(b). the complexity of packet processing in PVS.

We also compare PVS with OVS in terms of packet forward-
C. Performance of Flow Table Management ing rate, and Fig. 11 shows the results. Here, the experanent
Next, we conduct an experiment to further verify the effednstall 100 flow entries in an SDN switchi.e., OVS v2.6,
tiveness of flow table management. The POF controller fil®V/S v2.7, or PVS), and let the traffic generator puinpo
installs 100 flow entries in PVS, and then we let the trafficl00 flows to it to emulate various traffic conditions. The total
generator send00 flows, each of which is at00 Mbps and data-rate is10 Gbps, which is split over the flows equally
uses a packet size 612 bytes. Each flow matches to an entryn each experiment. We set the packet size6asand 128
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Fig. 11. Performance comparison of OVS and PVS.

bytes to get the experimental results in Figs. 11(a) and)ll(BS]
respectively. It can be seen that the performance trend¥8f O
v2.7, OVS v2.6 and PVS are similar in Figs. 11(a) and 11(d§4
The forwarding rate of PVS remains nearly unchanged becal

it adopts hash match iH-Tbl. However, the forwarding rate
of OVS decreases with the number of flows and eventua{li/
becomes comparable to that of PVS. This is because O &
uses bitwise comparison for the entry matching in its fagft,paj;7)
which is less time-efficient than the hash matcHH#Tbl.

V. CONCLUSION (18]

In this work, we studied how to realize a protocol-
independent data plane to better support software-defiréd
vehicular networks, by leveraging POF. The design of [30]
software-based PVS that supports runtime protocol cug@mi
tion in principle was first presented. Then, we discussed the
implementation of PVS in a switch box based on ATCA, and1]
proposed a flow table management scheme to ensure hi
throughput packet forwarding. Our proposal was implengnte
in a network testbed for experimental demonstrations. The
experimental results verified that PVS achieves line-ratket
forwarding at10 Gbps when the packets’ size 42 bytes,
and the proposed flow table management scheme is effectivél
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