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Abstract—We study how to allocate spectrum and IT resources
jointly for realizing efficient virtual network function (V NF)
service chaining in inter-datacenter elastic optical networks
(inter-DC EONs). We first formulate an integer linear program-
ming (ILP) model to solve the problem exactly, and then a
longest common subsequence (LCS) based heuristic is proposed.
Simulation results indicate that the proposed algorithms can
reuse the deployed VNFs efficiently and arrange the spectrum
utilization in a much more load-balanced manner.

Index Terms—Network function virtualization (NFV), Service
chaining, Datacenter (DC), Elastic optical networks (EONs).

I. I NTRODUCTION

NOWADAYS, network function virtualization (NFV) [1]
becomes attractive as it can expedite the deployment of

new network services. Specifically, with NFV, network opera-
tors can realize virtual network functions (VNFs) using generic
network resources (e.g., bandwidth, CPU cycles and memory
space) to replace the special-purpose network elements that
are expensive and difficult to maintain and upgrade. To support
data-/bandwidth-intensive applications, VNFs can be deployed
on high-performance servers in datacenters (DCs). Then, the
deployment of new network services can be easily realized by
routing data traffic through a series of VNFs on DC(s) (i.e.,
service chaining (SC) [1]). Note that SC generally needs to
place VNFs sequentially [2].

It is known that optical SC has the advantages of high
bandwidth capacity and low power consumption [2, 3], which
are especially beneficial for inter-DC networks. Also, we hope
to point out that the elasticity of the optical infrastructure can
affect the efficiency of SC in inter-DC networks significantly
[2]. The reasons are generally two-fold. Firstly, the average
data-rate of a traffic flow can change when it goes through an
SC. For instance, a VNF can decrease or increase the data-rate,
if it instantiates a fire-wall or a video optimizer, respectively
[1]. Secondly, due to the dynamic nature of data-/bandwidth-
intensive applications, the traffic flowing through VNF-based
SCs (VNF-SCs) can exhibit high burstiness [4]. Fortunately,
we know that elastic optical networks (EONs) realize agile
bandwidth management in the optical layer, and thus traffics
with bursty/various bandwidth demands can be provisioned
more efficiently [4]. Hence, it would be relevant to study how
to realize VNF-SCs efficiently in inter-DC EONs.

We need to jointly allocate the spectrum and IT resources
in inter-DC EONs to provision VNF-SCs. This includes both
the VNF placement in DCs and the routing and spectrum
assignment (RSA) on fibers to connect the clients to their
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required VNFs. Note that, with the network orchestration that
leverages software-defined networking (SDN), joint allocation
of optical and cloud resources can be realized efficiently [5].
However, the network planning algorithm for the orchestration
is still under explored. Although the problem of VNF place-
ment has already been studied in [2], the VNF placement was
not optimized jointly with the spectrum allocation on fibers.
Meanwhile, the problem studied in this work is different from
the anycast-based RSA [6, 7] for optimizing cloud traffics,
which only considers how to assign spectrum resources (i.e.,
frequency slots (FS’)) in inter-DC EONs.

This letter studies how to solve the static network planning
that allocates spectrum and IT resources jointly to realize
VNF-SCs efficiently in inter-DC EONs. To the best of our
knowledge, this is the first attempt to address the problem
with a joint and coordinated approach. It is essential to do
so because separated approaches would lead to sub-optimal
solutions [8]. The rest of the letter is organized as follows.
We describe the problem in Section II. Section III presents
an integer linear programming (ILP) model to solve it ex-
actly, while a heuristic algorithm is proposed in Section IV.
We present the simulation results and related discussions in
Section V. Finally, Section VI summarizes the paper.

II. PROBLEM DESCRIPTION

We model the inter-DC EON as a directed graphG(V,E),
whereV andE represent the sets of nodes and fiber links in it,
respectively. Each nodev ∈ V includes a bandwidth-variable
optical switch, some of which are locally attached to a DC, and
VNFs can be deployed in the DC. A client VNF-SC request is
denoted asRi(si, di, Ti, Bi), wherei is its unique index, and
si and di are the source and destination nodes, respectively.
Ti = 〈ti,1, ti,2, ..., ti,Ji

〉 denotes the VNF sequence in the
VNF-SC, whereti,j is the type of thej-th VNF andJi is the
total number of VNFs.Bi = 〈bi,0, bi,1, bi,2, ..., bi,Ji

〉 indicates
the bandwidth requirements in terms of FS’, wherebi,0 is
the initial bandwidth requirement andbi,j is the requirement
after steering throughVNF ti,j . Here, we address the practical
scenario in which the bandwidth requirement of the VNF-SC
can change after steering through a VNF. Note that, since we
only address the static network planning problem in this work,
all the requests are assumed to be known in advance.

Fig. 1 shows an intuitive example of provisioning
VNF-SCs in an inter-DC EON. The requests are
R1(1, 6, 〈VNF1,VNF2〉, 〈2, 1, 2〉) andR2(1, 4, 〈VNF1,VNF2〉,
〈2, 1, 2〉). Fig. 1(a) shows a provisioning scheme, whereR1

takes the path 1→2→4→6 and deploysVNF1 and VNF2 on
Nodes 2 and 4, respectively, andR2 goes through 1→2→4
and reuses the VNFs that have been deployed in the network.
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Fig. 1. Example of provisioning VNF-SCs in inter-DC EONs.

For this scheme, we deploy two VNFs and the network’s
maximum FS’ index (MFSI) is 6. Another scheme is
illustrated in Fig. 1(b), whereR2 takes the path 1→3→5→4,
only reuses the deployedVNF2, and instantiates a new
VNF1 on Node 3. Hence, there are three deployed VNFs
and the MFSI is4. To this end, we can see that to realize
VNF-SCs in an inter-DC EON efficiently, it is essential to
allocate spectrum and IT resources jointly, since the VNF
placement and RSA are correlated and we need to balance
the utilizations of spectrum and IT resources carefully.

III. ILP F ORMULATION

This section formulates an ILP model to solve the problem
of provisioning VNF-SCs in inter-DC EONs exactly1.

Notations:
• {Ri(si, di, Ti, Bi)}: set of requests.
• Vi,j : set of feasible nodes for deployingVNF ti,j .
• T : set of all the possible VNF types.
• F : number of FS’ on each fiber linke ∈ E.
• Pu,v: path set that containsK shortest routing paths from
u to v, whereu, v ∈ V and |Pu,v| = K.

• Gi,j,p: set of available FS-blocks that each containsbi,j
FS’ on pathp to connect the VNFs on nodesvj andvj+1

2,
wherep ∈ Pvj ,vj+1

, vj ∈ Vi,j , vj+1 ∈ Vi,j+1, j ∈ [0, Ji].
• Li,vj ,vj+1

: set of RSA solutions forvj→vj+1, in which
each elementl is a tuple〈p, g〉, i.e., a pathp ∈ Pvj ,vj+1

and an available FS-blockg ∈ Gi,j,p on it, wherevj ∈
Vi,j , vj+1 ∈ Vi,j+1, j ∈ [0, Ji].

• Li: set of RSA solutions for connecting the VNFs ofRi,
i.e., Li =

⋃

j∈[1,Ji)

Li,vj ,vj+1
.

Variables:
• xi,vj : boolean variable that equals1 if VNF ti,j chooses

nodevj ∈ Vi,j , and0 otherwise.
• yi,l,j : boolean variable that equals1 if Ri chooses RSA

solution l to connectvj→vj+1, and0 otherwise.
• hv,t: boolean variable that equals1 if a type t ∈ T VNF

is deployed on nodev ∈ V , and0 otherwise.
• ze,f : boolean variable that equals 1 if thef -th FS on link
e is used, and0 otherwise.

• fmax: integer variable that indicates the MFSI.
Objective:
The objective is to minimize the MFSI and deployed VNFs

in the network jointly, as

Minimize (α ·
fmax

F
+ β ·

1

|V | · |T |
·
∑

v∈V

∑

t∈T

hv,t), (1)

1We precalculate all the feasible RSA solutions as the ILP’s inputs [9].
2Here, for the purpose of generalization, we denotev0 = si andvJi+1 =

di.

where α and β are the factors introduced to adjust the
importance of the two terms, and should be set based on the
actual situation. Here, the first term reflects the normalized
MFSI, and we try to minimize MFSI because a smaller MFSI
means that the EON’s spectrum utilization is organized in a
more load-balanced manner. The second term represents the
normalized value of the total number of deployed VNFs, and
the efficiency of the IT resource utilization in the DCs can be
improved if we reduce it. Note that, for simplicity, we do not
restrict the maximum number of VNFs that a DC can support
as the IT resources in a DC are usually abundant.

Constraints:
1) VNF Placement Constraints:

∑

vj∈Vi,j

xi,vj = 1, ∀i, ∀j ∈ Ji, (2)

hvj ,ti,j ≥ xi,vj , ∀i, j. (3)

Eq. (2) ensures that each VNF in requestRi chooses one and
only one DC for deployment. Eq. (3) determines whether a
corresponding VNF is deployed on a node.

2) RSA Related Constraints:

∑

l∈Li,si,v1

yi,l,0 =

{

xi,v1 , v1 6= si,

0, v1 = si,
∀i, ∀v1 ∈ Vi,1, (4)

∑

l∈Li,vJi
,di

yi,l,Ji
=

{

xi,vJi
, vJi

6= di,

0, vJi
= di,

∀i, ∀vJi
∈ Vi,Ji

, (5)



















xi,vj + xi,vj+1
− 1 ≤

∑

l∈Li,vj ,vj+1

yi,l,j ≤ 1, vj 6= vj+1,

∑

l∈Li,vj,vj+1

yi,l,j = 0, vj = vj+1,

∀i, ∀j ∈ [1, Ji), {vj , vj+1 : vj ∈ Vi,j , vj+1 ∈ Vi,j+1},

(6)

∑

i















∑

l∈Li,si,v1
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l=〈p,g〉,
e∈p,f∈g

yi,l,0 +
∑

l∈Li,
l=〈p,g〉,
e∈p,f∈g

yi,l,j +
∑

l∈Li,vJi
,di

,

l=〈p,g〉,
e∈p,f∈g

yi,l,Ji















= ze,f

∀e ∈ E, ∀f ∈ F,
(7)

f
max ≥ f · ze,f , ∀e ∈ E, ∀f ∈ F. (8)

Eqs. (4)-(6) ensure that each VNF-SC gets proper RSA
schemes to connect the source, intermediate VNFs, and des-
tination correctly. Specifically, on a VNF-SC, one and only
one RSA solution should be selected to connect two adjacent
VNFs3 if they are on different nodes, otherwise, no RSA
scheme should be used. Eq. (7) ensures that the selected
RSA solutions for all the VNF-SCs satisfy the spectrum non-
overlapping constraint. Eq. (8) gets the MFSI in the network.

3Here, for the purpose of generalization, we can treat the source and
destination as dummy VNFs,i.e., asti,0 and ti,Ji+1, respectively.



3

IV. H EURISTIC ALGORITHM

In this section, we propose a time-efficient heuristic by
leveraging the concept of longest common subsequence.

Definition 1. For a VNF-SC ϕ = 〈VNF(a1), . . . ,VNF(am)〉,
a VNF sequence ϕ̂ = 〈VNF(c1), . . . ,VNF(ck)〉 is its sub-
sequence if there exists a strictly increasing index sequence
〈i1, . . . , ik〉 such that VNF(aij ) = VNF(cj), ∀j ∈ [1, k].
Here, VNF(aij ) = VNF(cj) means that the VNFs are of the
same type. Then, for two VNF-SCs ϕ and ϕ′, a VNF sequence
ϕ̂ is a common subsequence of them if ϕ̂ is a subsequence
of both ϕ and ϕ′. Consequently, for any two VNF-SCs ϕ and
ϕ′, we can obtain their longest common subsequence (LCS)
as LCS(ϕ, ϕ′).seq with a length of LCS(ϕ, ϕ′).len.

Note that, LCS can be calculated in polynomial time with
dynamic programming [10]. If we assume thatϕ is the VNF-
SC of a new requestRi and ϕ′ is the VNF sequence that
has already been deployed on a routing path forsi→di,
LCS(ϕ, ϕ′).seq can quantify the matching degree ofϕ and
ϕ′. For example, forϕ = 〈VNF1,VNF6,VNF8〉 and ϕ′ =
〈VNF1,VNF5,VNF8,VNF9〉, we have LCS(ϕ, ϕ′).seq =
〈VNF1,VNF8〉, andLCS(ϕ, ϕ′).len = 2.

Algorithm 1 shows the proposed LCS based algorithm
(LBA) for provisioning VNF-SCs in inter-DC EONs, which
considers the LCS’ of VNF-SCs together with the spectrum
utilization in the network jointly. For each requestRi, Line
2 obtains its VNF-SCϕ. Lines 3-6 obtain the sequences of
deployed VNFsϕk

′ along the pathpk ∈ Psi,di
, and calculate

LCS(ϕ, ϕk
′), wherePsi,di

is the pre-calculatedK shortest
routing paths forsi→di. Next,Line 7 chooses the pathpkm

∈
Psi,di

with the maximum LCS lengthLCS(ϕ, ϕkm

′).len. If
LCS(ϕ, ϕkm

′).len > 0, Line 9 reuses certain VNFs ofϕkm

′,
which have already been deployed on pathpkm

. After this step,
for the remaining VNFs inϕ that are not instantiated,Lines
10-12 deploy them with thenearby principle. Specifically,
we first check the bandwidth requirements in betweenVNFs
ti,j andti,j+1 andVNFs ti,j+1 andti,j+2, i.e., bi,j andbi,j+1,
respectively. Then, to save spectra, ifbi,j ≥ bi,j+1, we deploy
VNFs ti,j andti,j+1 on the same DC, otherwise,VNFs ti,j+1

and ti,j+2 are put on the same DC.
If LCS(ϕ, ϕkm

′).len = 0, i.e., no deployed and reuseable
VNF can be found on all the pre-calculated paths,Line 14
deploys VNFs with thespectrum-saving principle. Specifi-
cally, we find the minimum bandwidth requirementbi,j ∈ Bi,
deploy VNF sequence〈ti,1, . . . , ti,j〉 on the DC that is the
nearest tosi, and put〈ti,j+1, . . . , ti,Ji

〉 on the DC that is the
nearest todi. Note that, if a DC is locally attached tosi or di,
it is the nearest DC to them, otherwise, the nearest DC should
be the one on the node that has the smallest hop-count tosi
or di. Hence, we ensure that the traffic transmitted in between
DCs is minimized. Finally,Line 16, connectssi, the deployed
VNFs, anddi with the RSA schemes that induce the smallest
MFSI increase. The time complexity of LBA isO(|I| · |V |2).

Fig. 2 provides an illustrative example for LBA. For VNF-
SCϕ, we first check theK = 2 pre-calculated paths fors→d

and get a VNF sequence for each of them,i.e., ϕ1
′ andϕ2

′

in Fig. 2(a). It can be seen that related to the requested VNF-

s d

VNF2

VNF1

VNF3

Required FS’ 

s d31

(a) (b)

Fig. 2. An example of LBA.

SC ϕ, ϕ1
′ has a longer LCS length thanϕ2

′, and thus LBA
chooses to reuse the VNFs on it for realizing the first and third
VNFs of ϕ. Then for the second VNF that is not instantiated,
we find that it increases the bandwidth requirement. Hence,
the nearby principle makes LBA deploy a new VNF for it on
the same DC that carries the third VNF, as shown in Fig. 2(b).
Finally, we connects, the three deployed VNFs, andd with
the RSA schemes on theK = 2 pre-calculated paths between
each node pair, which cause the smallest MFSI increase.

Algorithm 1: LCS Based Algorithm (LBA)

1 for each VNF-SC request Ri(si, di, Ti, Bi) do
2 get VNF-SC asϕ = Ti;
3 for k = 1 to K do
4 get VNFs already deployed onpk ∈ Psi,di

as
sequenceϕk

′;
5 calculateLCS(ϕ, ϕk

′);
6 end
7 find km = arg max

k∈[1,K]
LCS(ϕ, ϕk

′).len;

8 if LCS(ϕ, ϕkm

′).len > 0 then
9 reuse VNFs ofLCS(ϕ, ϕkm

′).seq on the
corresponding DCs onpkm

;
10 if required VNFs are not all instantiated then
11 deploy remaining VNFs withnearby

principle ;
12 end
13 else
14 deploy VNFs withspectrum-saving principle;
15 end
16 connectsi, deployed VNFs, anddi with the RSA

schemes that cause the smallest MFSI increase;
17 end

V. PERFORMANCEEVALUATION

We evaluate the performance of the proposed algorithms
with two topologies,i.e., the six-node topology in Fig. 1 and
the28-node US Backbone topology in [11]. In the simulations,
the number of nodes that have local DCs is1

2 |V | and these
nodes are selected from each topology randomly. For the six-
node topology, there are|T | = 3 types of VNFs, eachRi asks
for at most2 VNFs, and each fiber accommodatesF = 10
FS’. While for the US Backbone topology, we assume that
there are|T | = 8 types of VNFs, each requestRi asks
for at most3 VNFs, andF = 358 FS’. To generalize the
simulation scenarios, we choose the value ofBi randomly
for each request,i.e., with the averages as1.5 FS’ and 7
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Fig. 3. Average cost for serving VNF-SCs.

FS’ in the six-node and US Backbone topologies, respectively.
Eq. (1) usesα = β, which means that the spectrum and IT
resource utilizations are equally important. We also design two
benchmark algorithms. The first one is the shortest-path and
batch VNF deployment algorithm (SBA). For each request,
SBA first selects the DC on the shortest path fromsi to di
such that it can reuse the most existing VNFs (if there is no
DC on the shortest path, SBA will try the second shortest
path and so on so forth), then reuses/instantiates the VNFs
accordingly, and finally connects the VNFs with the RSA
scheme of LBA. The second one is the shortest-path and
random VNF deployment algorithm (SRA), which is similar
to SBA, with the exception that it randomly selects the DCs
on the selected path to reuse/instantiate the VNFs.

Fig. 3(a) shows the results on the average costs, which are
calculated with Eq. (1), from the algorithms for provisioning
VNF-SCs in the six-node topology. The ILP achieves the
lowest costs and it is followed by LBA. The costs from SBA
and SRA are much higher. The results for the US Backbone
topology are shown in Fig. 3(b), which indicate that the costs
from LBA are 8%-22% and 17%-35% less than those from
SBA and SRA, respectively. Fig. 4 shows the results on the
number of deployed VNFs and MFSI in the US Backbone
topology, which also verify that compared with SBA and SRA,
LBA can reduce both of them in the network planning.

Table I shows the running time of the algorithms. We find
that for the simulations with the six-node topology, the ILP’s
running time is the longest due to its high complexity, while
LBA, SBA and SRA run much faster. Because LBA needs
to spend time on calculating LCS’, it consumes more running
time than SBA and SRA. Then, for the US Backbone topology,
the ILP cannot solve the problem within10 hours, while the
running time of LBA, SBA and SRA is still relatively short.
Note that, as the topology is larger and the number of requests
increases, LBA needs to spend more time on calculating LCS’
and thus there is noticeable increase on its running time.
Because LBA spends more time per request on checking
the existing VNFs if their number is larger, its running time
increases with the number of requests. Meanwhile, since SBA
and SRA process each request almost independently, their
running time does not increase with the number of requests.

VI. CONCLUSION

We studied how to allocate spectrum and IT resources
jointly for realizing efficient VNF-SC in inter-DC EONs. Both
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TABLE I
AVERAGE RUNNING T IME PER REQUEST(SECONDS)

Six-node topology US Backbone topology

# of Requests 2 6 10 100 200 300

ILP 2.0 3.3 20.9 – – –

LBA 0.004 0.016 0.017 0.057 0.128 0.163

SBA 0.004 0.003 0.002 0.005 0.005 0.004

SRA 0.002 0.001 0.001 0.005 0.005 0.004

an ILP model and an LCS-based heuristic were proposed.
Simulation results showed that the algorithms could reuse
VNFs and reduce MFSI in the network efficiently.
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