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Abstract—It is known that software-defined elastic opti-
cal networks (SD-EONs) are programmable and applica-
tion-aware. However, due to the centralized network
control and management, SD-EONs are vulnerable to the
network failures that can affect control plane operations.
In this paper, we study the problem of survivable control
plane establishment (SCPE), i.e., the controller placement
and related communication planning for control service
backup and migration to protect the control plane of an
SD-EON against single node failures. We first propose a
novel mutual backup model to improve the survivability
of the control plane with high protection efficiency. An in-
teger linear programming (ILP) model is then formulated
to solve the SCPE problem with the objective to minimize
both the number of deployed OpenFlow controllers (OF-Cs)
and the average control channel latency. We also propose a
time-efficient heuristic and use simulations to verify that it
can obtain similar solutions to those of the ILP. On top of
the theoretical investigation, we design and implement
the system to facilitate live control service backup and mi-
gration with SCPE in an SD-EON control plane testbed.
Experimental results demonstrate that the proposed
scheme works efficiently, and compared with that using
a single OF-C, our scheme achieves much shorter average
provisioning latency in dynamic provisioning.

Index Terms—Controller placement; Control plane resil-
iency; Mutual backup; OpenFlow; Software-defined elastic
optical networks (SD-EONs).

I. INTRODUCTION

S ince its inception, the flexible-grid elastic optical
network (EON) has been considered as a promising

candidate for next-generation optical networks [1].
Specifically, compared with the existing fixed-grid wave-
length division multiplexing (WDM) networks, EONs
achieve higher spectrum efficiency and more adaptive re-
source allocation in the optical layer [2]. These advantages
are realized with the bandwidth variable transponders
(BV-Ts) and switches (BV-WSSs), which manipulate a set
of spectrally contiguous frequency slots (FSs) to establish
and manage each lightpath. Meanwhile, since the FSs
have much narrower bandwidth than the conventional

wavelength channels and the resource allocation based
on them is more flexible, the problem scale of network
control and management (NC&M) becomes significantly
larger in EONs. Hence, we need to incorporate more intel-
ligence in NC&M to operate EONs cost-effectively [3,4].

It is known that by decoupling the control and data
planes, software-defined networking (SDN) can make the
NC&M in optical networks programmable, adaptive, and
application-aware [5]. Specifically, software-defined optical
networks (SDONs) can typically be realized by leveraging
protocols such as the OpenFlow (OF) [6], the network con-
figuration protocol (NETCONF) with YANG as a data mod-
eling language [7], and the path computation element
communication protocol (PCEP) [8]. Here, OF is an open
standard protocol that incorporates flow-based switching
and centralized controller(s) to facilitate software-defined
routing, switching, and network management. Moreover,
to support software-defined EONs (SD-EONs), the latest
OF specification (version 1.5) [6] has included the exten-
sions for identifying flexible-grid optical flows. Hence, by
implementing the OF protocol in the control plane, the net-
work operator can manage the data plane elements (i.e.,
BV-Ts and BV-WSSs) in an EON intelligently with one
or more controllers and realize a SD-EON [5,9–12].

In the meantime, as an optical fiber can carry over Tb/s
traffic, ensuring network survivability is vital in optical
networks. Hence, researchers have considered the data
plane failures in SD-EONs and proposed a few schemes
to improve the data plane resiliency [13–15]. Note that
in a practical SD-EON, the control plane is definitely not
failure-proof without specific considerations on the control
plane resiliency. For instance, as it counts on the central-
ized controller to operate correctly, a controller failure can
make the network unable to respond to any requests from
the clients, and thus cause unimaginable losses to the
network operator.

Moreover, to make the controller respond in a timely
fashion to the clients’ requests, the operator has to consider
the round-trip delay between the controller and its data
plane elements carefully; otherwise, the quality-of-service
(QoS) of the SD-EON can be affected. This is especially true
for the case in which the SD-EON is built for a backbone
network with geographically distributed (geo-distributed)
nodes. For such a backbone SD-EON, building fiber infra-
structure among the nodes is very expensive, and thus thehttp://dx.doi.org/10.1364/JOCN.8.000371
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communications between the control and data planes
(i.e., the control channels) have to share the fiber links with
the data plane communications. Therefore, a component
failure in the data plane can bring down the control
channels too, even though the controller is intact.
Although the control channels can be recovered by leverag-
ing either the IP rerouting in upper-layer packet networks
or the restoration mechanism implemented for the data
plane, the round-trip delays may be increased to a level
such that the SD-EON’s QoS is impacted badly. Hence,
we can see that in SD-EONs, the control plane resiliency
is also very important and thus needs immediate attention.
However, to the best of our knowledge, methods to
improve the control plane resiliency in SD-EONs are still
under-explored.

In this paper, we focus on improving the control plane
resiliency in SD-EONs with survivable control plane estab-
lishment (SCPE) and try to protect the NC&M operations
against single node failures. First, to address the controller
failures caused by node failures, we propose a novel mutual
backup model to improve the controller’s survivability with
relatively high protection efficiency. Specifically, our mu-
tual backup model uses multiple controllers to manage
an SD-EON, where they serve as the backups of one an-
other, and for different data plane elements, a controller’s
role can be either working (i.e., a master controller) or
backup (i.e., a slave one). Second, with the consideration
of the latencies experienced by the control channels, we
formulate an integer linear programming (ILP) model to
solve the SCPE problem with the objective of minimizing
both the number of deployed controllers and the average
path length of the control channels. We also propose a heu-
ristic to solve the SCPE problem quickly and verify that it
can obtain near-optimal solutions. Finally, we implement
an SD-EON control plane system with SCPE to demon-
strate our proposal experimentally and realize live control
service backup and migration in it.1

The rest of the paper is organized as follows. Section II
briefly reviews the related work. In Section III, we discuss
the network model and formulate the SCPE problem for
SD-EONs. The ILP model and heuristic that solve the
SCPE problem are presented in Section IV. Section V intro-
duces the system design for live control service backup and
migration, and the experimental demonstrations are
shown in Section VI. Finally, Section VII summarizes
the paper.

II. RELATED WORK

Previously, in [5,9,11,16], based on the idea of SDONs,
researchers have designed and demonstrated the network
architectures and mechanisms for realizing dynamic

lightpath provisioning. Also, with the architecture of
SDONs, several applications, such as data-center service
migration [17], spectrum defragmentation [18,19], and ad-
vance reservation request provisioning [20], have been
studied too. However, none of these studies have addressed
the problem of network survivability. The work in
[13–15,21] considered how to improve the data plane resil-
iency in SDONs and demonstrated several fast and effi-
cient failure recovery mechanisms. Nevertheless, they
considered neither the controller failures nor the data
plane failures that might affect control channels.

Previously, for packet networks using SDN, researchers
have made various efforts toward improving the control
plane resiliency. The studies in [22,23] considered control-
ler failures and proposed to leverage a logically centralized
but physically distributed control plane to improve the con-
trol plane resiliency. However, they did not explain the de-
tailed procedure for control service backup and migration.
Moreover, for a large-scale network, a fully distributed con-
trol plane will limit the network programmability and
cause synchronization and scalability issues. Meanwhile,
in this work, we provide detailed system design for realiz-
ing live control service backup and migration and also for-
mulate an optimization to reduce the number of deployed
controllers for balancing the tradeoff between the control
plane resiliency and the system scalability. In [24], the
authors designed the mechanisms and relevant protocol
for control plane service recovery, but they did not address
the problem of network planning with controller place-
ment. Note that several existing SDN systems, such as
ONOS [25] and OpenDaylight [26], also offered control
plane resiliency with controller backup and migration,
and their performance was documented in [27]. However,
the controller protection schemes defined in [25,26] do
not consider the mutual backup model discussed in this
work, and thus their protection efficiency could still be
improved.

The studies in [28,29] investigated the controller place-
ment problem [30] for survivable SDN network planning
and proposed a few algorithms to improve the control plane
resiliency. Nevertheless, they still relied on the one-to-one
backup model that only resulted in relatively low protec-
tion efficiency and also did not design a detailed procedure
for control service backup and migration. More impor-
tantly, as the background of their problems was the packet
networks that only covered a relatively small geographical
area, IP rerouting can recover the control channels
promptly without introducing intolerable round-trip delay,
upon component/link failures. This, however, might not
be the case in our problem, which considers a backbone
SD-EON with geo-distributed nodes.

Inspired by the aforementioned studies for packet
SDN networks, we have designed and demonstrated a
master–slave controller arrangement for SD-EONs in
[31]. However, the problem of SCPE, i.e., the controller
placement and related control channel planning for control
service backup and migration, still has not been addressed
and should be investigated carefully to make the solution
more practical.

1Note that, with minor or even no modifications, the SCPE approaches pro-
posed in this work can also be applied to the SDONs based on other physical
infrastructures, e.g., fixed-grid single- and mixed-line-rate WDM networks.
However, to be scientific, we would not generalize the background of the
SCPE approaches, since our system implementation consists of special con-
siderations on the service provisioning in EONs, i.e., the OF extensions for
flexible grids and the calculations on routing and spectrum assignments.
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III. SURVIVABLE CONTROL PLANE ESTABLISHMENT

IN SD-EONS

We consider a backbone SD-EON with geo-distributed
nodes, each of which is treated as an equipment site that
can carry either only the data plane elements (i.e., BV-Ts
and BV-WSSs) or both the data plane elements and an
OpenFlow controller (OF-C). Hence, if a node carries an
OF-C, a failure on it will bring down both its data plane
elements and the OF-C. In the SD-EON, the nodes are in-
terconnected by fiber links. Note that, if we consider the
large geographical coverage of the backbone SD-EON
and the very low bandwidth requirement of the control
channels (i.e., normally less than 100 Mb/s), building inde-
pendent fiber infrastructure just for the control channels
would be both prohibitively expensive and unnecessary.
Therefore, we assume that the control channels share
the fiber links with the data plane communications.

Due to the low data rate of a control channel for control
information exchange, it may not fully occupy a lightpath
between its two end nodes. Instead, its traffic should be sta-
tistically multiplexed with other data transmissions be-
tween the same node pair and share the corresponding
lightpath with them. Then, at its destination node, the con-
trol traffic will be electrically terminated and demulti-
plexed so that it can be processed by the control plane
element (i.e., OF-C or OF-AG) on the node. In this work,
we determine the routing of the lightpaths that carry
the control channels. This is because the propagation delay
between an OF-C and its data plane elements contributes
to the round-trip delay of the control messages, and hence
the control channels’ path lengths should be maintained
within a reasonable range for QoS guarantee.2

Figure 1 shows the network architecture to realize SCPE
in an SD-EON. The data plane consists of optical switches,
each of which is placed in a node, and includes network el-
ements such as BV-Ts and BV-WSSs to set up lightpaths for
the actual data transmission. The network elements are
managed by the survivable control plane that is built with
OF-Cs and OF agents (OF-AGs). Here, each OF-AG at-
taches to an optical switch locally and controls its operation
for lightpath configuration, while each OF-C is placed in
the equipment site of a node. Hence, in the SD-EON, a node
includes at least an optical switch and an OF-AG, while it
may also contain an OF-C. For example, in Fig. 1, Node 1
only includes an optical switch and an OF-AG, while OF-C-
1 is placed inNode 4 (i.e., OF-C-1 is connected to the OF-AG
in Node 4 with a solid line) to make it contain an optical
switch, an OF-AG, and an OF-C.

Based on the aforementioned networkmodel, we propose
a novel mutual backup model to improve the control plane
resiliency with high protection efficiency. Specifically, the
mutual backup model makes OF-Cs serve as the backups
of one another, and for different switches, an OF-C’s role
can be either working (i.e., a master OF-C) or backup

(i.e., a slave OF-C). We consider protecting the control
plane against single node failures, and hence, for each op-
tical switch, we allocate two OF-Cs to manage it; i.e., one is
themaster OF-C in the working state (i.e., connected with a
black dashed line in Fig. 1) and the other is the slave OF-C
for backup (i.e., connected with a pink dashed-dotted line in
Fig. 1). For instance, the switch in Node 1 has OF-C-1
as its master OF-C, while its slave OF-C is OF-C-2.
Meanwhile, for a particular OF-C, its role can be either
master or slave, depending on which switch we talk about.
For example, OF-C-1 is the master OF-C for the switches in
Nodes 1, 4, 5, and 7, while for those in Nodes 2, 3, and 6, it
becomes their slave OF-C.

During network operation, each master OF-C processes
the OF messages from its OF-AGs, calculates the service
provisioning schemes for lightpath requests, and instructs
the OF-AGs to manage their optical switches accordingly
for lightpath configuration. For the situation in which a
lightpath needs to traverse the optical switches that are
managed by multiple master OF-Cs, e.g., a lightpath from
Node 1 to Node 12 in Fig. 1, the master OF-Cs work collab-
oratively to set it up, with the similar provisioning scheme
demonstrated in [19] for multi-domain SD-EONs. A slave
OF-C will remain silent if its master OF-C is working. But
when there is a node failure that brings the master OF-C
down, it detects the failure and takes over the NC&M tasks
quickly to avoid service disruption.

More specifically, during a single node failure, the recov-
ery mechanism is designed to work as follows. First of all,
we make sure that there are keep-alive message exchanges
between the OF-Cs and their switches and between each
pair of master and slave OF-Cs, with which the OF-Cs
can recognize and locate the failure. Then, based on the
network model, we find that the failure can affect the con-
trol plane in three scenarios: 1) the failure brings down a
master OF-C, 2) the failure brings down the control chan-
nel between a pair of master and slave OF-Cs, and 3) the
failure brings down the control channel between a master
OF-C and its switch.3

For the first scenario, the slave OF-C(s) of the failed
master OF-C will detect the failure and take over its
NC&M tasks. For the second scenario, we assign two
node-disjoint paths between each pair of master and slave

Fig. 1. Network architecture of an SD-EON with SCPE.

2Note that, in addition to the propagation delay, the round-trip delay may
also consist of other latencies, which are fixed and cannot be optimized with
network planning.

3Note that, as the control channels may share nodes and fiber links, the
failure can affect the control plane with mixed scenarios, but each of them
can still be addressed independently.
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OF-Cs, and when the failure happens, the OF-Cs will de-
tect it and switch their control channel to use the backup
path. For the third scenario, we ensure that the path be-
tween a switch and its master OF-C and the one between
it and its slave OF-C are node-disjoint. Hence, when the
master OF-C detects the failure, it will inform its slave
OF-C(s) about it and the slave OF-C(s) will then inform
the switches whose control channels are impacted to use
them as the master OF-C(s).

With this recovery mechanism, we can realize a surviv-
able SD-EON in which the control services can be restored
during a node failure. Hence, the SCPE problem becomes
how to place the OF-Cs and plan the control channels’ rout-
ing paths such that both the number of the deployed OF-Cs
and the average path length of the control channels are
minimized, and during a single node failure, the control
plane operation is intact.

IV. SD-EON CONTROL PLANE PLANNING WITH SCPE

A. ILP Formulation

We first formulate the following ILP model to solve the
SCPE problem exactly for SD-EON control plane planning.

Parameters:

• G�V;E�: physical topology of the SD-EON, whereV andE
represent the sets of nodes and fiber links in G.

• l�u;v�: length of the fiber link �u; v� ∈ E, where u; v ∈ V.
• Lm: maximum transmission distance between a master
OF-C and its optical switches.

• Ls: maximum transmission distance between a slave
OF-C and its switches, and we normally have Ls ≥ Lm.

• Lc: maximum transmission distance between a pair of
master and slave OF-Cs.

Variables:

• cv: Boolean variable that equals 1 if an OF-C is placed in
node v, and 0 otherwise.

• wu;v: Boolean variable that equals 1 if the OF-C placed in
node u is the master OF-C of the switch in node v, and 0
otherwise.

• bu;v: Boolean variable that equals 1 if the OF-C placed in
node u is the slave OF-C of the switch in node v, and 0
otherwise.

• xs;d�u;v�: Boolean variable that equals 1 if we decide to use
link �u; v� ∈ E to set up the control channel from node s to
node d (s; d ∈ V), and 0 otherwise.

Objective:

To ensure the QoS of the control services in the SD-EON
and improve its cost-effectiveness and scalability, we
should minimize both the number of deployed OF-Cs
and the average path length of the control channels, which
are among the OF-Cs and between the OF-Cs and their
switches. Basically, since during dynamic network opera-
tion, the OF-Cs need to communicate with their switches

constantly, reducing the average path length helps to
shorten the round-trip delays and thus can expedite the
service provisioning. Hence, the optimization objective is

Minimize
�X
v∈V

cv ·
X

�u;v�∈E
l�u;v�

�

�
�

1
2 · jVj

X
s;d∈V

X
�u;v�∈E

l�u;v� · x
s;d
�u;v�

�
: (1)

The optimization objective in Eq. (1) contains two terms.
In the first term,

P
v∈Vcv is the number of deployed OF-Cs,

and we multiply it by the total link length in the topology
(i.e.,

P
�u;v�∈El�u;v�) to make its value much larger than that

of the second term. Hence, minimizing the number of de-
ployed OF-Cs becomes the major objective. The second
term in Eq. (1) is for the average path length of the control
channels.4

Constraints:

X
u∈V

wu;v � 1;
X
u∈V

bu;v � 1; ∀ v ∈ V: (2)

Equation (2) ensures that each switch in the SD-EON
has one and only one master OF-C, and the same condition
applies to its slave OF-C.

wu;v � bu;v ≤ cu; ∀ u; v ∈ V: (3)

Equation (3) ensures that the placement of a master or
slave OF-C is valid, i.e., in a node that has a local OF-C:

cs � cd �ws;d � bs;d ≤ 2
X
v∈V

xs;d�s;v� � 1; fs; d ∈ V:s ≠ dg;

(4)

cs � cd �ws;d � bs;d ≤ 2
X
v∈V

xs;d�v;d� � 1; fs; d ∈ V :s ≠ dg;

(5)

X
v∈V

xs;d�v;s� �
X
u∈V

xs;d�d;u� � 0; fs; d ∈ V :s ≠ dg; (6)

X
v∈V

xs;d�u;v� �
X
v∈V

xs;d�v;u�; fu; s; d ∈ V:s ≠ d; u ≠ s; dg; (7)

xs;d�u;v� � xs;d�v;u� ≤ 1; fu; v; s; d ∈ V :s ≠ d; u ≠ vg; (8)

4Note that the control channels include the communications between all the
master–slave OF-C pairs and between OF-Cs and their switches. Therefore,
the total number of control channels is upper-bounded by
1
2

P
v∈Vcv · ��

P
v∈Vcv� − 1� � 2jVj, which can be approximated as 2jVj as we

usually have
P

v∈Vcv ≪ jVj.
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X
v∈V

�xs;d�u;v� � xd;s�u;v�� ≤ 1; fu; s; d ∈ V:s ≠ dg; (9)

X
v∈V

�xs;d�u;v� � xz;d�u;v�� ≤ 3 −ws;d − bs;d −wz;d − bz;d;

fu; z; s; d ∈ V :s ≠ d; z ≠ sg: (10)

Equations (4)–(10) are the link-based flow constraints to
determine the control channels’ routing paths. To provide
resiliency against single node failures, we ensure that the
path between a switch and its master OF-C and the one
between it and its slave OF-C are node-disjoint and also
assign two node-disjoint paths between each pair of master
and slave OF-Cs:

X
u∈V

X
�u;v�∈E

xs;d�u;v� · l�u;v� ≤ ws;d · Lm � bs;d · Ls � cd · Lc;

fs; d ∈ V :s ≠ dg; (11)

X
u∈V

X
�u;v�∈E

xs;d�u;v� · l�u;v� ≤ �3 −ws;d − cd� · min�Lm;Lc�

� bs;d · Ls; fs; d ∈ V :s ≠ dg; (12)

X
u∈V

X
�u;v�∈E

xs;d�u;v� · l�u;v� ≤ �3 − bs;d − cd� · min�Ls; Lc�

�ws;d · Lm; fs; d ∈ V :s ≠ dg: (13)

Equations (11)–(13) ensure that the path of each control
channel satisfies the distance constraints. The distance
constraints are included because we want to ensure that
the round-trip delay for exchanging control messages is tol-
erable and reasonably good QoS can be achieved for the
control services.

B. Heuristic Algorithm

In order to reduce the computational complexity, we pro-
pose a heuristic to solve the SCPE problem with relevancy
sets. Basically, the SCPE problem can be solved in three
steps: 1) determining the number and locations of OF-
Cs, 2) assigning master and slave OF-Cs to each switch
in the SD-EON, and 3) planning the control channels be-
tween each pair of master and slave OF-Cs and between
OF-Cs and their switches.

First of all, it is easy to verify that there are at least two
OF-Cs in the network, while the actual number and
locations of the OF-Cs strongly depend on the distance con-
straints. Hence, for each node pair in G�V;E�, we calculate
K shortest paths. Then, we put all the paths whose length
is not longer than Ls in the slave path set Ps, and select
those whose length is not longer than Lm to be included
in the master path set Pm.

Definition. In a path set, if we can find at least one path
between s and d, we say that s and d are relevant based on

the path set. We define the master and slave relevancy sets
of v ∈ V [i.e., Rm�v� and Rs�v�] to include all the relevant
nodes of v based on the master path set Pm and slave path
set Ps, respectively. Note that the relevancy sets of v,Rm�v�,
and Rs�v� at least include v itself.

Algorithm 1 shows the detailed procedure for the prepro-
cessing to obtain the path sets and relevancy sets (i.e., in
Lines 1–11). Moreover, Algorithm 1 also finds the lower
bound on the number of required OF-Cs. We can easily
verify that if there are at least two different nodes u and
v in V such that jRs�u�j � jRs�v�j � jVj, i.e., their slave rel-
evancy sets cover all the nodes in the topology, the lower
bound on the number of required OF-Cs is nc � 2; other-
wise nc � 3. The procedure for determining nc is in Lines
12–15. The time complexity of Algorithm 1 can be analyzed
as follows. In a connected graph, we have jVj as the number
of nodes in it, and the total number of node pairs is
jVj · �jVj − 1�, which is upper-bounded by jVj2. In Line 2,
the complexity of calculating K shortest paths for an arbi-
trary node pair is O�K · jVj�. Then, the complexity of the
first for-loop is O�K · jVj3�, while the second for-loop
that determines the value of nc has a complexity of
O�jVj�. Therefore, the time complexity of Algorithm 1
is O�K · jVj3�.

Algorithm 1 Preprocessing
1 for each node pair s–d in V for
2 calculate K shortest paths from s to d;
3 if at least one path has a length ≤ Ls then
4 insert the path(s) into Ps;
5 Rs�d� ← s, Rs�s� ← d;
6 end
7 if at least one path has a length ≤ Lm then
8 insert the path(s) into Pm;
9 Rm�d� ← s, Rm�s� ← d;
10 end
11 end
12 nc � 3;
13 if there are at least two different nodes u and v such that

jRs�u�j � jRs�v�j � jVj then
14 nc � 2;
15 end

Algorithm 2 illustrates the proposed heuristic for solving
the SCPE problem with relevancy sets. Basically, it tries to
solve the SCPE problem in a greedy manner. The while-
loop covering Lines 1–38 increases the value of nc by 1 each
time and checks whether nc OF-Cs can cover all the nodes
inV while satisfying all the design constraints. As shown in
Lines 2–3, if we can find at least one group of nc nodes
whose master relevancy sets’ union covers all the nodes
in V , we check each of such feasible node groups with
Lines 4–34 to solve the SCPE problem with nc OF-Cs.
Here, Lines 4–10 place OF-Cs in the selected nodes and
set up the master control channels (i.e., the communica-
tions between the switches in the nodes and their master
OF-Cs). Note that if the switch in Node v can select more
than one OF-C as its master OF-C, i.e., v is included in
multiple OF-Cs’master relevancy sets, the switch will take
the OF-C that has the shortest path to it as the master
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OF-C. We call this master OF-C selection scheme the
shortest-fit scheme, as shown in Line 7. In Line 9, if
an OF-C in Node u is selected as the master OF-C of the
switch in Node v, we remove v from the slave relevancy
set of u [i.e., Rs�u�] to ensure that a switch cannot use
the same OF-C as its master and slave OF-Cs.

After setting up the master control channels, Line 12
checks whether the selected OF-Cs’ slave relevancy sets
can still cover V. If yes, we use Lines 13–17 to determine
the slave OF-C of each node in V and set up the correspond-
ing slave control channels. In this procedure, if there is a
failure, we mark f lag � 0 to record it, as shown in Lines 16
and 19. Then, the for-loop that covers Lines 21–27 tries to
establish two node-disjoint control channels between each
pair of master and slave OF-Cs to enable the mutual
backup scenario. Finally, if all of the aforementioned steps
can be finished successfully, Lines 32–33 record the SCPE
solution and return it; otherwise, Lines 29–30 make the al-
gorithm continue to search.

For Algorithm 2, its time complexity can be analyzed as
follows. We can see that the while-loop in Algorithm 2
would be executed for jVj − 2 times at most. In each itera-
tion, the search for candidate controller union (i.e., Lines 3–
35) would run

�jV j
nc

�
times at most. The for-loop covering

Lines 6–10 would run jVj times. The complexity of Lines
12–20 is O�K · jVj�, and the for-loop that covers Lines
21–27 can iterate for

�
nc
2

�
times. Hence, the overall time

complexity of Algorithm 2 is O�jVj2 · 2jbncj�, where we definebnc as the upper bound of nc. This suggests that Algorithm 2
is a pseudo-polynomial algorithm since the maximum
value of bnc is jVj, even though we normally have bnc ≪ jVj.

Algorithm 2 Solve SCPE With Relevancy Sets
input: G�V;E�, Pm, Ps, fRm�v�; ∀ v ∈ Vg, fRs�v�;

∀ v ∈ Vg, nc.
output: SCPE solution

1 while nc ≤ jVj do
2 if we can find nc nodes such that their master

relevancy sets’ union covers V then
3 for each feasible group of nc nodes do
4 select these nodes as OF-C locations;
5 backup states of all the slave relevancy sets;
6 for each node v in V do
7 select u as its master OF-C with the shortest-

fit scheme;
8 get master control channel of v as the shortest

path from u to v;
9 remove v from Rs�u�;
10 end
11 f lag � 1;
12 if the union of the nc OF-Cs’ slave relevancy

sets still covers V then
13 select slave OF-C for each node in V ;
14 get slave control channel of each node in V

and ensure that it is node-disjoint with the
node’s master control channel;

15 if one or more slave control channels cannot
be found then

16 f lag � 0;

17 end
18 else
19 f lag � 0;
20 end
21 for each pair of master and slave OF-Cs in the

nc nodes do
22 set up two node-disjoint control channels be-

tween them;
23 if the control channel(s) cannot be

found then
24 f lag � 0;
25 break;
26 end
27 end
28 if f lag � 0 then
29 restore all the slave relevancy sets to their

original states;
30 continue;
31 else
32 store the SCPE solution;
33 return;
34 end
35 end
36 end
37 nc � nc � 1;
38 end

C. Performance Comparison

We use the three topologies in Fig. 2 to evaluate
the performance of the ILP and heuristic. For the simula-
tions with the six-node and NSFNET topologies, we set
Lm � 1500 km, Ls � 5000 km, and Lc � 5000 km, while
the one with the US-Backbone topology uses Lm �
900 km, Ls � 2000 km, and Lc � 3800 km. For each topol-
ogy, we use both the ILP and heuristic to solve the SCPE
problem and compare their solutions in terms of the num-
ber of deployed OF-Cs, the average control latency, and the

Fig. 2. Network topologies in simulations (link lengths in
kilometers): (a) six-node topology, (b) NSFNET topology, and
(c) US-Backbone topology.
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computation time. We use Lingo v11.0 [32] to solve the ILP
and simulate the heuristic with MATLAB R2011b, and all
the simulations run on a computer with 3.10 GHz Intel
Core i3-2100 CPU and 4.00 GB RAM. Table I summarizes
the simulation results. It can be seen that the heuristic de-
ploys the same number of controllers for SCPE as the ILP
model, while the average path length provided by it is
slightly longer than that from the ILP. The results on
the running time verify that the heuristic has significantly
lower time complexity than the ILP. Due to its high com-
plexity, the ILP cannot obtain an optimal solution for
the US-Backbone topology.

In order to compare the performance of the ILP and heu-
ristic further, we show the whole SCPE solutions from
them for the NSFNET topology in Tables II and III, respec-
tively. Here, “M-N Path” refers to the control channel from
a master OF-C to its switch, “S-N Path” is for the control
channel from a slave OF-C to its switch, and “M-S Path” is

for the control channel between a pair of master and slave

OF-Cs.

V. SYSTEM DESIGN FOR LIVE CONTROL SERVICE BACKUP

AND MIGRATION IN SD-EONS

We utilize the SCPE solution from the ILP to build a
control plane testbed for experimental demonstration.
The NSFNET topology in Fig. 3 is used, and we place three
OF-Cs in it. For each optical switch, its master and slave
OF-Cs are assigned according to the ILP’s solution in Table
II, and the control channels are also set up accordingly. The
OF-Cs are programmed based on the POX platform [33].

TABLE I
PERFORMANCE COMPARISON BETWEEN ILP AND HEURISTIC ON

SCPE

# of
OF-Cs

Average Path
Length (km)

Running
Time (s)

Six-Node
ILP 2 1216.67 1

Heuristic 2 1341.67 0.61

NSFNET
ILP 3 1687.50 2354

Heuristic 3 1901.61 0.88

US-Backbone
ILP – – –

Heuristic 5 1265.12 1024.11

TABLE II
ILP’S SOLUTION TO SCPE FOR NSFNET TOPOLOGY

OF-C-1 OF-C-2 OF-C-3

Location 6 2 9

Master OF-C for 5,6,10 1,2,3,4 7,8,9,11,12,13,14

Slave OF-C for 3,4,7,8,11,12,13,14 5,9 1,2,6,10

M-N Paths

9-8-7;
9-8;

6-5; 2-1; 9-12-11;
6-10 2-3; 9-12;

2-4 9-13;
9-13-14

S-N Paths

6-3;
6-5-4;
6-5-7; 9-8-1;
6-5-7-8; 2-4-5; 9-10-6-3-2;

6-14-13-11; 2-4-5-7-8-9 9-13-14-6;
6-14-12; 9-10
6-14-13;
6-14

M-S Paths 6-3-2; 2-4-5-6; 9-13-14-6;
6-10-9 2-4-5-7-8-9 9-10-6-3-2

TABLE III
HEURISTIC’S SOLUTION TO SCPE FOR NSFNET TOPOLOGY

OF-C-1 OF-C-2 OF-C-3

Location 5 1 9

Master OF-C for 4,5,6,7 1,2,3 8,9,10,11,12,13,14

Slave OF-C for 1,2,3,8,9,10,11,12,13,14 4 5,6,7

M-N Paths

9-8;
5-4; 9-10;
5-6; 1-2; 9-12-11;
5-7 1-3 9-12;

9-13;
9-12-14

S-N Paths

5-4-2-1;
5-4-2;
5-4-2-3;
5-7-8;
5-7-8-9; 9-8-7;
5-6-10; 1-2-4 9-10-6;
5-4-11; 9-8-7-5;

5-6-14-12;
5-6-14-13;
5-6-14

M-S Paths
5-4-2-1; 1-3-6-5; 9-12-11-4-2-1;
5-7-8-9 1-8-9 9-10-6-5

Fig. 3. Experimental testbed with NSFNET topology (emulated
data plane fiber lengths in kilometers).
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Note that POX only complies with OF v1.0, which does
not support the extensions for identifying flexible-grid op-
tical flows, and hence we implement the extensions by our-
selves. Meanwhile, we notice that the latest OF v1.5 [6] has
already standardized the extensions mentioned above and
also included a few other modifications related to OF v1.0.
Hence, our implementation with POX does not fully
comply with OF v1.5 and can only be viewed as a partial
implementation of the standardized OF-C for SD-EONs.
Currently, our POX implementation is good for proof-of-
concept demonstrations, but in the future, we should con-
sider other platforms (e.g., OpenDaylight [26]) for better
OF support.

In each node in the testbed, the OF-AG is realized by pro-
gramming Open-vSwitch and running it on an independent
Linux server [19], while the optical switch is software-
emulated due to the budget constraint. To realize live con-
trol service backup and migration efficiently, we separate
the traffic engineering database (TED) module from the
POX platform for OF-C, and realize it with a MySQL
database. Specifically, each OF-C still has a TED, but it op-
erates independently to record the control service informa-
tion, i.e., flow-entries for lightpaths, topology abstraction,
etc. Then, during the dynamic network operation, a master
OF-C synchronizes the control service information to its
slave OF-C with the background database replication pro-
vided by MySQL. Hence, the status synchronization is au-
tomatic and becomes independent of other operations in
the OF-Cs.

Figure 4 shows the functional design of the OF-C for
SCPE. The controller communication module (CCM) deals
with the communication between OF-Cs using the control-
ler communication protocol (CCP) developed in [19,31]. The
purpose of the CCP is twofold. First, it realizes the keep-
alive signaling between master and slave OF-Cs. Second,
for a lightpath that needs to traverse the optical switches
managed by multiple master OF-Cs, the CCP helps the
master OF-Cs to work collaboratively to set up the light-
path. The controller-to-database module (CDM) works as
the interface between an OF-C and its external TED.
The rest of the modules in Fig. 4 work similarly to those
designed in [19,31].

VI. EXPERIMENTAL DEMONSTRATIONS

A. Live Control Service Backup

Figures 5 and 6 show the experimental results on co-
operative service provisioning with control service backup.
Here, the lightpath request is fromNode 5 toNode 9. Since
the lightpath will traverse the optical switches that are
controlled by multiple OF-Cs, they have to work collabora-
tively to provision it. In Fig. 5, the first line is for the
PacketIn message from Node 5 to report the request.
Upon receiving the PacketIn, OF-C-1 (i.e., the master
OF-C of the OF-AG on Node 5) calculates the provisioning
scheme, distributes a partial provisioning scheme to the
network elements that it controls with FlowModmessages,
and sends Synch_Request messages to OF-C-3 to ask for
their cooperation for setting up the rest of the lightpath.
Note that, even though the OF-Cs work distributedly, they
still reside in a single domain and hence each OF-C has the
global view of the network. Therefore, OF-C-1 can obtain
the end-to-end path for the request (i.e., 5-7-8-9 as shown
in Fig. 6) and include the information in Synch_Request
messages. When OF-C-3 has set up the rest of the light-
path, it replies with a Synch_Reply message to OF-C-1
and the lightpath is provisioned. Figure 5 also shows the
MySQL messages used for background database replica-
tion, which verify that the mutual backup functions well.

B. Live Control Service Migration

We then perform an experiment to demonstrate the con-
trol service migration when a master OF-C is down due to
network failure. Figure 7 shows the messages captured on

Fig. 4. Functional design of OF-Cs. RCM, resource computation
module; RPM, resource provisionmodule; TED, traffic engineering
database; NAM, network abstraction module; CCM, controller
communication module; CDM, controller-to-database module.

Fig. 5. Messages captured on OF-C-1 for cooperative provision-
ing.

Fig. 6. Wireshark captures for the FlowMod and Synch_Request
messages from OF-C-1.
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OF-C-1. Here, we assume that OF-C-2 is down. OF-C-1 de-
tects the outage ofOF-C-2when it records a keep-alive time-
out because OF-C-2 has not responded with a Synch_Reply
message in a timely fashion. Then, OF-C-1 changes its role
from slave to master for Nodes 3 and 4 by sending Vendor
messages to them.Meanwhile, OF-C-3 conducts similar op-
erations to Nodes 1 and 2. When the control service migra-
tion is done, OF-C-1 and OF-C-3 cover the whole network
and they can work collaboratively to set up lightpaths. In
order to verify this, we make Node 3 generate a lightpath
request destined to Node 6. Here, because the master
OF-Cs ofNodes 3 and 6 are both OF-C-1, OF-C-1 can provi-
sion the lightpath just by itself. Note that, later on, when
OF-C-2 is repairedand returns online,wedonot switchback
its role ofmaster OF-C forNodes 1–4. Instead, we treat it as
the slaveOF-Cof thesenodes; i.e.,OF-C-2 becomes the slave
OF-C forNodes 1–5 and 9.We only switch its role backwhen
there is a failure on other OF-Cs or it is the time for network
maintenance. The rationale behind this is to minimize the
role-switches onOF-Cs during network operation and avoid
unnecessary service interruptions.

C. Failure Recovery Process

As we have explained in Section III, our system with
SCPE relies on the keep-alive polling between the OF-Cs
and their switches and between each pair of master and
slave OF-Cs to detect and locate the network failures.
Specifically, when an OF-C detects a keep-alive timeout
or receives a report on keep-alive timeout from its switches,
it can identify the failure scenario and invoke the corre-
sponding recovery procedure. When the recovery is fin-
ished, the OF-C will distribute the changes to other OF-
Cs with status synchronization. Therefore, the recovery la-
tency generally consists of three parts, i.e., time for failure
detection, time for locating the failure, and time for recov-
ering the impacted control service(s), as shown in Fig. 8.
Basically, the time for failure detection is the period be-
tween when the failure happens and when it is detected
by an OF-C, and its value depends on the polling interval
of keep-alive messages Tpoll and the grace period for
timeout Tgrace. This is because only after waiting for a
keep-alive message for more than Tpoll � Tgrace does an
OF-C claim the detection of a keep-alive timeout.

According to the typical values used in the existing
OpenFlow systems [27,34,35], we set Tpoll � 1 s and
Tgrace � 0.05 s and conduct experiments to measure the
three parts that contribute to the recovery latency. Here,
we consider two of the three failure scenarios mentioned
in Section III, i.e., 1) the failure brings down a master
OF-C and 3) the failure brings down the control channel
between a master OF-C and its switch. We omit the second
failure scenario in which the control channel between a
pair of master and slave OF-Cs is brought down. Basically,
in terms of failure recovery, the procedure for the second
scenario is almost the same as that for the third one, with
the only exception that the OF-Cs switch their control
channel to the backup path for recovering the impacted
control service. Hence, in the recovery latency, the third
time part of the recovery latency would be much shorter.

Figure 9 shows the experimental results on the time
parts of recovery latency. Basically, we randomly invoke
a failure in the testbed and record the time parts during
the recovery process. It can be seen that for the two failure
scenarios, the time durations used for failure detection are
similar since the detection scheme is the same as we have
explained above. For failure localization, the time used in
OF-C failures is longer because when a slave OF-C detects
a keep-alive timeout on its master OF-C, it also needs to
check the reports from its switches to determine whether
the failure is an OF-C failure or just a failure on the control
channel between it and its master OF-C. On the other
hand, if the failures are on the control channels between
a master OF-C and its switches, the master OF-C can
easily detect them and inform its slave OF-Cs about the
failure locations. Hence, the time used for failure localiza-
tion in Fig. 9(b) is shorter. Finally, when an OF-C failure
happens, the slave OF-Cs normally need to take over more
switches than those in the failure scenario such that only
the control channels between master OF-Cs and their
switches are impacted. This explains why the third time
part in Fig. 9(a) is longer than that in Fig. 9(b).

D. Dynamic Network Operation

Finally, we try to stress-test the proposed system with
dynamic network operation and compare its performance
with an SD-EON that is controlled by a single OF-C.
Basically, we assume that the SD-EON is deployed in

Fig. 8. Procedure of failure recovery.Fig. 7. Messages captured on OF-C-1 for control service migra-
tion.
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the C-band and each fiber link can accommodate 358 FSs,
each of which has a bandwidth of 12.5 GHz. The dynamic
lightpath requests are generated by each OF-AG according
to the Poisson traffic model. For the requests, we set the
average holding time as 500 s, set the bandwidth require-
ments as within [25,250] Gb/s, and select their source and
destination nodes randomly. Each experiment serves
around 2000 dynamic lightpath requests, and the bench-
mark scheme is the SD-EON that only has a single OF-
C located on Node 8. We collect the experimental results
on average provisioning latency per request, which are
shown in Fig. 10. It is interesting to notice that the SD-
EON with SCPE can achieve shorter average provisioning
latency than the one that uses a single OF-C, especially
when the traffic load is relatively high. This is because
the multi-controller scheme in SCPE can reduce the

processing load on each OF-C by parallelizing the request
handling procedure.

VII. CONCLUSION

This paper studied the problem of SCPE in SD-EONs
and proposed a novel mutual backup model to improve
the survivability of the control plane. We first formulated
an ILP model to solve the SCPE problem with the objective
to minimize both the number of deployed OF-Cs and the
average control channel latency. Then, we proposed a
time-efficient heuristic and use simulations to verify that
it can obtain similar solutions to the ILP. In addition to
the theoretical investigation, we also designed and imple-
mented the system to facilitate live control service backup
and migration in an SD-EONwith SCPE. We came up with
a protocol for the control service backup and migration and
ensured that the network status synchronization among
OF-Cs is independent of service provisioning. Our experi-
ments demonstrated that the proposed scheme works effi-
ciently for live control service backup and migration. We
also tested the recovery operation in the system, and veri-
fied that the recovery worked fine as designed and the re-
covery latency is relatively short. Moreover, compared with
the SD-EON using a single OF-C, our scheme achieved
much shorter average provisioning latency in dynamic
provisioning.
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