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Abstract—It is known that by incorporating network function ~ maintain and upgrade [5]. Hence, by incorporating NFV in
virtualization (NFV) in inter-datacenter (inter-DC) netw orks, inter-DC networks, we can use the network resources in a more
we can use the network resources more intelligently to depjo intelligent manner, and deploy new services faster [6].eNot
new services faster. This paper considers an inter-DC eldst . . . ..
optical network (IDC-EON) and studies how to orchestrate the that, to support pQ'nt'IQ'mumPI?'po'm Commumca“(_:('w"
multicast-oriented NFV trees (M-NFV-Ts) in it efficiently. We DC backup and migration) efficiently, multicast sessionsche
first consider an offline scenario in which all the M-NFV-Ts are  to be established in inter-DC networks, while the multicast
known and need to be served in the network. A mixed integer sessions can realize more functionalities by leveraginy NF
linear programming (MILP) model is formulated to solve the = yaag For instance, in a multicast-based DC backup, VNFs fo
problem exactly, and we also propose a heuristic based on pgat dat i ’ be pl d tain b h ,t dd
intersection (PI) to reduce the time complexity. With extersive ala _encryp_lon can be placed on Cgr a!n ranches to 6_‘ ress
simulations, we show that the proposed heuristic can appramate  the differentiated trust-levels on destination DCs. T it
the MILP’s performance on low-cost M-NFV-T provisioning would be relevant to study how to realize multicast NFV trees
but only requires much shorter running time. Next, the online  (M-NFV-Ts) efficiently in Inter-DC EONs (IDC-EONSs).
scenario where the M-NFV-Ts can come and leave on-the-fly is Basically, to provision an M-NFV-T in an IDC-EON, we

addressed, and we leverage PI to design two online algorithgrfor . ;
orchestrating dynamic M-NFV-Ts in IDC-EONS, i.e, with either need to determine both the vNF placement and the routing and

the batch (B-PI) or sequential (S-PI) scheme. Simulation ®ults ~SPectrum assignment (RSA) on the multicast tree to connect
indicate that compared with S-PI, B-PI can reduce blocking the source, vNFs and destinations. To the best of our knowl-

probability effectively. edge, this problem has not been addressed in literaturegbefo
Index Terms—Network function virtualization (NFV), Multi- -~ Note that, even though they look similar at first glance, the
cast, Elastic optical networks (EONSs), Inter-datacenter etworks. problem is fundamentally different from the multicast-ahfe
routing and spectrum assignment (RSA) [7] and the multicast
oriented virtual network embedding (VNE) [8]. Multicast-
capable RSA considers how to allocate bandwidth resources
Recently, with the rise of cloud computing and big datdj.e., frequency slots (FS’)) to support multicast sessions in
the inter-datacenter (inter-DC) networks that inter-amin EONs, while the DC-related IT resource allocation is not
geographically distributed DCs have been deployed rapidigivolved. Multicast-oriented VNE needs to embed virtual
Due to the dynamic nature of cloud-based applications, thetworks (VNs) for multicast services in a substrate EON.
traffic in such networks usually exhibit the co-existence @lthough this does include the joint allocation of spectramal
huge peak throughput and high burstiness [1]. It is knowh thid resources, the topologies of VNs are known in advance. In
with the tremendous bandwidth in fibers, optical networkingur problem, the actual topology used to serve an M-NFV-T
provides inter-DC networks a viable and reliable infrastiwe changes with the vNF placement. Moreover, NFV allows the
to support high-speed traffic economically [2]. Meanwhilesame VNF on a DC to be shared by different M-NFV-Ts.
thanks to the technical advances on flexible-grid elasticap  In this paper, we study how to realize efficient network
networks (EONs) [3], agile bandwidth management can laechestration in IDC-EONs. We first formulate a mixed inte-
realized in the optical layer and hence traffic demands witfer linear programming (MILP) model to solve the problem
various bandwidth requirements can be provisioned moggactly. Then, a heuristic algorithm based on path-inttice
efficiently. Therefore, EON has become a promising physicalproposed to reduce the time complexity. Finally, we coeisi
infrastructure to realize future inter-DC networks [1, 4]. M-NFV-Ts in dynamic IDC-EONs and design two online
On the other hand, network function virtualization (NFVglgorithms. The rest of the paper is organized as follows.
has recently become an attractive topic. Basically, NFV eBection Il surveys the related work briefly. We describe the
ables network operators to realize virtualized networkcfunnetwork model and define the problem of orchestrating M-
tions (VNFs) with generic network resource®.( bandwidth, NFV-Ts in IDC-EONs in Section Ill. The MILP model is
CPU cycles and memory space), for replacing the speciédrmulated in Section IV, while the time-efficient heuristi
purpose network elements that are expensive and difficultifoproposed and evaluated in Section V. In Section VI, we
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consider the online version of the problem. Finally, Secttio
VII summarizes the paper. (WD

II. RELATED WORK

Since its inception, NFV has attracted a fair amount of inter
ests from both academia and industry, and white papers have
already been published online to stimulate the standaidiza
activities [5, 9]. Moenset al. studied the vNF placement
problem for a hybrid network environment in which physical
network elements and vNFs can co-exist, and formulated an
ILP model to solve it [10]. However, due to its complexity,
the ILP model could only work in the offine manner. The
placement of NFV chains in packet networks has been studied
in [11], but only the unicast-oriented NFV chains were con-
sidered. The authors of [12] developed an approach to solve
the routing problem for M-NFV-Ts in packet networks, under Fig. 1. Examples on realizing an M-NFV-T in IDC-EON.
the assumption that the possible locations for vNFs are pre- o i
determined. All the aforementioned investigations were ngPSt rom spectrum utilization, IT resource consumptiard a
conducted under an optical networking background. &ial.  VNF deployments. L
addressed the VNF placement for NFV chaining in optical DCs F19- 1 illustrates two examples on provisioning an M-NFV-T
in [13], and developed a binary integer programming modkgauest. We assume thgt the M-NFV-T request has thg source
to minimize the optical-to-electrical-to-optical (O/By@on- S Node 3, and its destinations arlodes 2, 4 and 6, with
versions. Nevertheless, they considered neither the castti (e requested vNFs adiF1, vNF2 andvNF2, respectively. In

oriented NFV nor the bandwidth allocation in the opticalday F19- 1(@),vNF1 is provisioned orNode 2, and two instances
Note that, in optical DCs, the service provisioning schenftf VNF2 are realized oModes 2 and6. Hence, the all-optical
will be sub-optimal if we do not consider the allocations ofdnt-tree is fromNode 3 to Nodes 2 and6, on whose branches

bandwidth and IT resources jointly [14]. the FS assignments are the same. There is an O/E/O conversion
on Node 2 for VNF2 to process the data-flow fdtode 4, and
I1l. PROBLEM FORMULATION thus the FS assignment ank 2-4 can be different from that

We model the IDC-EON as a directed graghV, E), on the light-tree. For this case, we instantiate three vI¥Bs.

where V and E denote the sets of DC nodes and fibeihe case in Fig. 1(byNF1is provisioned orNode 2 andvNF2
links, respectively. Each DC node equips a bandwidth-téeia is realized orNode 5. Hence, only two vNFs are instantiated.
optical switch for external communications. The IT reseurd2U€ 0 the less deployed vNFs, Fig.1 (b) also consumes less
capacity on DCv ¢ V is denoted ag”,. We assume that IT resources than Fig. 1(a)._Cor_npar|ng_the two cases in I_:|g.
a few types of VNFs can be instantiated on each DC in tHe We can see that the one in Fig. 1(b) is more cost-effective.

IDC-EON, while T represents the set of VNF types. There are S €xplains why we need to optimize the vNF placement and
F FS’ on each linke € E. multicast RSA jointly for orchestrating M-NFV-Ts efficidnt

An M-NFV-T request is denoted ag R’ = {s', D, T%, b} in an IDC-EON. Moreover, as we allow different M-NFV-Ts
wherei is its index, st is the source,D is the destination ©© Share the same vNF on a DC, the situation can become
set, T is the set of requested VNFs, abidis the bandwidth even more sophisticated when multiple M-NFV-Ts need to be

requirement. Moreover, the data-flow to each destination @fcommodated in the network.
MR? should be processed by a vNF. We define thth

destination of M R* asd’/ € D', and its requested VNF is . .
tiJ € T%. Ford®7, its VNF can be realized on one of the DCs In this section, we formulate an MILP model to solve the

in set N“J. Here, we consider two kinds of vNF&ae, the Problem of orchestrating M-NFV-Ts efficiently in IDC-EONSs.

location-restricted and location-independent ones. Atioo- Notations:

restricted vNF can only be provisioned on a designated DC,. G(V, E): the physical topology of the IDC-EON.
i.e, [IN%| = 1, while a location-independent one can be « I': the possible VNF types in the IDC-EON.
placed on any DC node except the source node that the datas {M R'|i € I}: the set of M-NFV-Ts.

flow traversesi.e., [N%/| = |V| - 1. Since both spectrum and « s': the source node af/ R’

IT resources need to be allocated for realiziig??, we price  « D?: the destination node set off R°.

the usage of an FS on a link as, and assume that the IT « T%: the set of requested VNF types bf R.
resources used by the VNFs to process per bit-rate traffic cose b': the bandwidth requirement aff R’.

w,.. We also assume that instantiating a vNF on a DC incurs a. d*7: the j-th destination ofM R?, d*/ € D* andj € J*.
deployment cost ofv,,. Therefore, in order to realize M-NFV-  « t%J: the requested vNF type af7, t*/ € T".

Ts in an IDC-EON efficiently, we need to minimize the total « N%J: the set of DCs wheré>/ can be provisioned.

@E Source Node
Destination Node

[ (ve2)

VvNF
i
Assigned FS
Unavailable FS

Available FS

IV. MILP FORMULATION



F: the number of FS’ on each fiber link. Eg. (3) indicates whether DG € N*J has at’’ type vNF.
C,: the IT resource capacity of D€ e V. p .

P, ,: the set ofK shortest paths from to v, u,v € V. hot 2 ey, Vi, VeV, VEET. )
GL7: the set of available FS-blocks faf/ on ingress Eg. (4) indicates whether @avNF is deployed on DG € V.
pathp, wherep € P, , andv € N“/. Each FS-block 2) RSA Solution Selection Constraints:

contains[%w FS’, whereB,, is an FS’ bandwidth. Z Yl =i Vi j, Vo e NI, )
é;J : the set of available FS-blocks fdh’ on egress path lenii
, Wwherep € P, 4i.; andv € N*J, ~i,j i . i »
222;3’: thepset of feasible ingress RSA solutions fir Yow=a, Vi, fvive NV u#dIy. (6)
if deploying the VNF on node. Each element i = leLy’
(p,g) € L7, wherep € P; , andg € G}7. Egs. (5) and (6) ensure that for each M-NFV-T, only one
Lii: the set of feasible egress RSA solutions fo¢  feasible RSA solution is chosen.
if deploying the vNF on node. Each element ig = nyﬁj =y Vi, {G kg ke # kY, @

(p,9) € L7, wherep € P, 4i.; andg € GiJ. b b = (o o) € L I = C L o =

L"J: the set of feasible ingress RSA solutions f&¥, sl g = (8, 45) " (p’_“gk) 9 _gk}' _

andL = |J L. Eq. (7) ensures that the FS’ assigned on each link on a light-
veNid . tree for M R satisfy the spectrum continuity constraint.

ws: the cost of using an FS per link.

w.: the cost of DC IT resource consumption for process®_ Ze.r T2 2 > §? <z Ve€E, feLF]

ing per bit-rate traffic. i€l i,j vENJ gfgl:l:(p,g)e
« w,: the cost of deploying a vNF on a DC. L7 .eep.feg} )
Variables: Zp >y, Vig, Vi=(p,g)e L, Yeep, feg. (9)

x%7: boolean variable that equalsif d*/ chooses DG
as its VNF node, and otherwise.
y;”’: boolean variable that equalsf d'
RSA solution/, and0 otherwise.
y;”: boolean variable that equalsif ¢/ chooses egress
RSA solution!, and0 otherwise.

R .: boolean variable that equalsif M R’ deploys at

The first item in Eq. (8) represents the FS’ used on the ingress
J chooses ingress paths{p :p € Py, VieI,ve N}, while the second item
is for the FS’ used on the egress pafps: p € P, 4i5, Vi €
I,v € N“}. Hence, Egs. (8) and (9) ensure that the spectrum
assignments satisfy the spectrum non-overlapping canstra
3) Cost Calculation:

type VNF on DCv, and0 otherwise. . Ns = Ws - Z Z Ze. fs (10)
h, +: boolean variable that equalsif a ¢ type vNF is CE fE[LF]

deployed on DCv, and0 otherwise. . .

%! ;- boolean variable that equalsif the f-th FS on link Me=we-y Y > i, b, (11)
e € E is used by any ingress pathe P, , for MR, i€l veV tel

and0 otherwise. Ty = Wy - Z Z B . (12)

ze,¢: boolean variable that equalsf the f-th FS on link
e € F is used, and) otherwise.

7s: the total cost of spectrum utilization.

7. the total cost of DC IT resource consumption.

veV tel

Egs. (10)-(12) calculate the costs from spectrum utilati
IT resource consumption, and vNF deployments, respeytivel

« 7, the total cost of vNF deployments. V. OFFLINE HEURISTIC ALGORITHM
« 7: the total cost including)s, n. andn,. A. Algorithm Description
Obijective:

The optimization objective is to minimize the total cos
from spectrum utilization, IT resource consumption, and-vN
deployments for realizing the M-NFV-Tsge., { M R'|i € I}.

Constraints:
1) vNF Placement Constraints:

Eq. (2) ensures that the requested vNF for each destinatio
deployed on one and only one DC.

Since solving the MILP model mentioned above could be
fime—consuming, especially for large-scale IDC-EONSs, s fi
propose a time-efficient heuristic algorithm to address the
offline version of the problemi.e, all the M-NFV-Ts are
Minimize 1= ns+ e+ Ny. (1) given and we try to serve them in an IDC-EON with the
smallest total cost. The proposed algorithm is based on path
intersection and jointly considers the vNF placement ard th
multicast RSA to connect the source, vNFs and destinations
Z bl =1, VYiel,jelJ. (2) together for each M-NFV-T.

We first define the concepts of destination cluster and path-
rj1nitersection node set to assist the VNF placement.

Definition 1. Given a set of M-NFV-TS{M R'}, the des-
tination cluster ¢! includes all the destinations that request a
Ry s > xy?, Vi, j, Yo e N (3) ttype VNF, where € T.

vENI



Sources <Q ereai Node Algorithm 1: Path-Intersection based Algorithm (PI)
i Shortest Routing Path . . 7
Destinations O ' O ‘ ’. O O Dest\natlon Destination : for eaChZ © I and j © J do
2 if t*7 =t then
Cluster c'  Cluster . .
3 | insertd™ into Cluster c';
Fig. 2. Example on destination clusters and path-inteimegtode sets. 4 end

Definition 2: With a destination clustef, we can calculate s end
K-shortest paths to connect a destination in the cluster te for each vNF type ¢ € I" do
its designated source. Then, tpath-intersection node set 7 if ¢ is location-independent then
P(t) includes all the intersection nodes of these paths. Thers, | calculate path-intersection node geft);
from the perspective of reducing the vNF deployment cost, we end
should try to use the DCs ifr(t) to place thet type vNFs. 10 end
Fig. 2 shows an intuitive example on how to get the patht: for each i € I do
intersection node set. There are three M-NFV-Ts in the IDCe2 for each j € J* do

EON, and we denote their sources &ls s?, and s3. Each 13 if +57 is location-restricted then
M-NFV-T consists of two destinations, and the requested vNi& | choose DCv* in N*J for vNF placement;
types aret; andts. Hence, we have two destination clustersis else
i.e., each destination i€luster ¢'* requests for @; VNF, while 16 for each v € P(t) do
those inCluster ¢*2 needt, VNFs. Then, we calculat&’ =1 17 | calculateV(v) with Eq. (13);
shortest path for each source-destination pair, Gpdths can 18 end
be obtained. For destinations @luster c'*, their paths have 19 choose DCv*? € P(t) with minimum V(v)
two intersections (marked as green stars in Fig. 2), whieh ar for vNF placement;
all included inP(t1). Similarly, P(t¢2) can be obtained. 20 end

Algorithm 1 leverages the path-intersection node set ter if there does not exist a ¢/ type VNF on the
orchestrate M-NFV-Ts efficiently in IDC-EONd.ines 1-5 selected DC v%7 then
show the procedure to obtain the destination clusters fer tte2 | instantiate &’ type VNF on DCv";
M-NFV-Ts. Then, for each destination cluster, if the rededs 23 end

VNF is location-independent,ines 6-10 calculate its path- 24 end

intersection node sa®(t). The for-loop that coverkines 11- 25 | calculate an MST fodM R? from s to {v®7 : Vj};
33 deploys the M-NFV-Ts with vNF placement and multicasbs assign FS’ for all-optical multicast with first-fit;
RSA and allocate the IT and spectrum resources accordingly. | for each j € J? do

Firstly, for those that request location-restricted vNHggs 28 if v%9 £ d*J then
13-14 just select their designated DCs as there is no room check theK-shortest paths from®7 to d*
for vNF placement optimization. On the other hand, for to choose the one with minimum FMA cost;
location-independent vNFs, we consider the IT and spectruen assign FS’ on the selected paths with
resource allocation jointly to determine the vNF placement first-fit;
Specifically, for each D@ € P(t), we defineV(v) to estimate 31 end
the additional cost if it is chosen as the vNF nodeipf. 32 end

b . 4 33 end

V(v) = ws- [B 1 Hgi ,gii Fwe-b"-(1=hy, ) +wy-(1=hy 1),

(13) for MR?, and then should set up the optical connections for
where the definitions oy, b?, By, we, ki, ,, w,, andh,, ; have the data-transfers among the source, vNFs and destinations
already been provided in Section IV, aif]: v.qii Stands for We first calculate a minimum spanning tree (MST) to cover
the hop-count of the data-transfér—v—d*/ , which consists the connections from the source to VNFs, asiine 25. Spec-
of two shortest path segmentse(, for si—v and v—d#7), trum assignments are performed while guaranteeing ai¢alpt
Basically, the termw, - b - (1 — b ,) in Eq. (13) means that multicast as shown ikiine 26. Then, for the connections from
if MR has already deployedtat)/pe vNF on DCuv, we can VNFs to the corresponding destinations, unicast lightpatie
save the cost on IT resource consumption if we reuse it f8ptablished as O/E/O conversions will be conducted in the
d", as explained in the examples in Fig. 1. The last terRCS anywayLines 27-32 show the procedure for setting up
wy - (1 = hy,) can be understood as that if any M-NFV-T hathe lightpaths. Note that, ibine 29, we use the fragmentation-
deployed & type VNF on DCu, the cost on VNF deployment@ware scheme (FMA) in [15] to select the routing paths due
can be saved. Thehjnes 16-19 calculate’(v) for each DC 10 its effectiveness.

v € P(t), and select the one with the minimuW{v) as the = Complexity analysis: Since theK'-shortest paths between

vNF node ofd’. The vNF deployment is achieved witlines each node pair can be pre-calculated, the computational com

21-23. plexity of the proposed offline heuristic @((|V|*>+ F - |E|) -
After Line 24, we have accomplished the vNF placemen| + |I'|), where| - | gets the size of a set.



B. Performance Evaluation 2

We use numerical simulations to evaluate the performance
of the proposed algorithm. Here, to provide benchmarks for
the evaluation, we consider two simple offline heuristics.

« Shortest-Path-Constrained Placement (SPC)The M-
NFV-Ts are still served sequentially as in PI, but the DCs
for location-independent vNFs are only chosen from the
nodes on the shortest path from source to destination.

« Random Placement (RP): the DCs for location-
independent vNFs are chosen randomly from the nodes
in the topology.

The algorithms,i.e., the MILP, PI, SPC and RP, are e_Fig. 3. Total cost of M-NFV-Ts from offline algorithms in NSIEN topology.
valuated with two IDC-EONSs, which have the six-node and 60
NSFNET topologies in [7]. In the six-node topology, there —
are F = 10 FS’ on each fiber link withB,, = 12.5 Gbl/s, m-re
and the IT resource capacity of a DC@%§ = 200 units. We
assume that there af€| = 4 types of vNFs, among which
VNF1 is location-restricted and the other three are location-
independent. The distribution of the vNFs isNF1 : VNF2 :
VNF3:VvNF4] = [1:3:3: 3], and the bit-rates of the M-NFV-

Ts are uniformly distributed withif10, 40] Gb/s. We define H H H H

1 1 1 .
Ws = BN Wo = qILVD andw. = (Co V) to normalize 0 a0 s0 (g0 S0 L0 130 150 170
the costs. Number of Provisioned M-NFV-Ts

o
o

Total Cost of M-NFV-Ts
=

o

RO~ N

——PI
—A—SPC
RP

0 30 50 70 90 110 130 150 170
Number of Provisioned M-NFV-Ts

o
=}

N
S

Number of Deployed vNFs
N w
o o

=
o

Table | shows the results from the four algorithms witlfig. 4.  Number of deployed vNFs from offline algorithms in NGET
the six-node topology. The total costis calculated with topology.
Eqg. (1) and we obtain the results in Table I. As expectedan accommodaté = 200 FS’ and the IT resource capacity
the MILP provides the smallest overall cost among the fowf each DC isC, = 1000 units. The average number of
algorithms, but its running time is also the longest. For thgestinations in an M-NFV-T i8. Fig. 3 plots the total costs
three heuristics, Pl provides the smallest cost for M-NFV-from the algorithms, which still indicate that PI provis®n
provisioning, and its results range withfih00,1.19] times of the M-NFV-Ts with the smallest costs. This proves that PI
those from the MILP. Meanwhile, the running time of PI isalso works well with large-scale networks. The results an th
much shorter than that of the MILP, and is comparable to thosember of deployed vNFs in the network in Fig. 4 verify our
of the two benchmarks. These results verify the effectigeneanalysis above, as Pl deploys the smallest number of vNFs.
and efficiency of PI. Basically, since Pl adopts the stratedyore specifically, the advantage of Pl comes from the fadt tha
to place vVNFs on the path-intersection nodes, it can redutewdopts the strategy to place vNFs on the path-intersectio
the costs from spectrum, IT resource consumption and vNiBdes and can reuse VNFs in a more intelligent way than the

deployments. benchmarks.
TABLE |
RESULTS ONAVERAGE TOTAL CoST OFM-NFV-Ts AND RUNNING TIME VI. ONLINE HEURISTICALGORITHMS
(IN SECONDS IN SIX-NODE TOPOLOGY
In this section, we consider the situation in which the M-

| MILP Pl SPe RP NFV-Ts can be requested dynamicallg, they can come and
n_Tme n Time n Tme =n Tme |egve on-the-fly. For this scenario, we need to develop enlin
2 016 800 016 009 021 006 026 0.06 algorithms to provision them efficiently.
2 3 021 1280 024 007 027 005 037 0.08 ] o
4 022 5420 024 014 034 010 045 009 A Algorithm Description
2 0.34 56.60 0.37 0.11 0.51 0.09 0.65 0.10 Basically, in each pI’OViSiOH period, the pending M-NFV-
6 3 040 15860 046 019 066 013 o088 014 TS can be served with one of the two schemis, the
4 047 511.60 056 024 080 022 105 021 batch scheme that provisions them simultaneously_vyithtjoin
> 048 20500 055 021 073 013 09 016 conS|derat|onsz and the sequential schen_"n_a that provnshe_n$
0 3 074 031 102 023 127 025 one by one. Sln_ce we haV(_—:- already verified the _effectlver_1ess
of PI in the offline scenario, we can leverage it to design
4 0.86 046 112 037 150 0.34

the online heuristics. Here, for a provision period, we deno
As the MILP has scalability issues with large-scale nethe pending M-NFV-T set aR, but the set of in-service M-

works, we evaluate the heuristics in NSFNET to further yerifNFV-Ts is represented a@. Then, the batch and sequential

their performance. In the NSFNET topology, each fiber linkchemesi(e,, B-Pl and S-PI) can use the overall procedure




10° — scenario in which all the M-NFV-Ts are known and need to

: 3 be served in the network. An MILP model was formulated to
solve the problem exactly, and then, we proposed a heuristic
based on path-intersection (PI) to reduce the time comylexi
With extensive numerical simulations, we showed that the
proposed heuristic could approximate the MILP’s perforogan
on low-cost M-NFV-T provisioning but only required much
shorter running time. Next, the online scenario where the

[
N

=
o

Blocking Probability
B
o

N
o
&

o —— M-NFV-Ts could come and leave on-the-fly was addressed,
. —&— S-P and we leveraged Pl to design two online algorithms for
1009 1000 18500 2000 2,500 orchestrating dynamic M-NFV-Ts in IDC-EONs. Simulation

Traffic Load (Erlangs) results indicated that compared with the sequential scheme

Fig. 5. Results on blocking probability in a dynamic IDC-EON the batch-based M-NFV-T provisioning could reduce blogkin
in Algorithm 1, with the differences on how to calculate th@robability effectively.

path-intersection node sét(t) for ¢ type vNFs. Specifically,

to serve a pending M-NFV-TM R’ € R, B-Pl obtains
the path-intersection node sets by checking all the M-NFV-
Ts in RUR while S-PI only considers the M-NFV-Ts in
iMRl (UR. Note that, for S-PI, the in-service M-NFV-T set
R is maintained dynamically.e., when a pending M-NFV-T is
provisioned successfully, it is moved fraRito R. We should
point out that since the path-intersection node sets can be
stored and updated in each provision period, the computtio
complexity of obtaining them can be maintained to satisfy
the requirement of online provisioning. Apparently, B-Rish
higher computational complexity than S-PI. Finally, we sldo
explain how to handle the vNFs on DC in a dynamic IDC-
EON. Basically, when an M-NFV-T expires, we release all thd3]
spectrum and IT resources allocated to it, but a vNF is torn
down only when all the M-NFV-Ts that use it have expired. [4]

1

(2]

B. Performance Evaluation

We use the IDC-EON with the NSFNET topology to ™
evaluate the performance of B-Pl and S-Pl. Each fiber linkg]
accommodated” = 358 FS’, and the IT resource capacity 1
of each DC isC, = 10000 units. We assume that there
are |I'| = 4 types of vNFs, among whichNF1 is location-
restricted and the other three are location-independerg. T [8]
distribution of the vNFs isyNF1 : vNF2 : vNF3 : vNF4]
= [0.001 : 0.333 : 0.333 : 0.333], and the bit-rates of [9]
the M-NFV-Ts are still uniformly distributed withiri10, 40]
Gb/s. The dynamic M-NFV-Ts are generated with the Pmss&n
traffic model. In the dynamic IDC-EON, an M-NFV-T can
be blocked due to resource insufficiency in the networkll
Fig. 5 shows the results on blocking probability. We can
see that B-PI provides lower blocking probabilities than $t2]
P1 for all the traffic loads. This is achieved with the additd
computational complexity that B-PI requires. BasicallyPB [13]
acquires a more comprehensive view on the IDC-EON in each
service provisioning, by considering all the pending M- NF\/[14]
Ts together in the calculation of path-intersection nods.se

VII. CONCLUSION [15]

In this paper, we studied how to optimize VvNF place-
ment and multicast RSA jointly for orchestrating M-NFV-
Ts efficiently in IDC-EONs. We first considered an offline
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