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Abstract—With the development of software-defined network- and IP), which limits the programmability of forwarding pka
ing (SDN), people start to realize that the protocol-depeneint and causes scalability issues [1, 5, 6]. For instance, thebeu
nature of OpenFlow, i.e,, the matching fields are defined ac- of the matching fields has been increased fi@nin OpenFlow
cording to existing network protocols .g., Ethernet and IP), 1.0 to44 in O El 15 [71. In the fi tchi .
will limit the programmability of forwarding plane and caus e Lo n _pen ow 1.5 [7]. In the flow matching, since
scalability issues. In this work, we focus on Protocol-Obliious OpenFlow switches need to understand the protocol heaalers t
Forwarding (POF) [1], which can make the forwarding plane parse packets, compatibility may become a serious issua whe
reconfigurable, programmable and future-proof with a protocol-  protocols try to add or remove header fields [4]. Hence, it is

independent instruction set. We design and implement a POF- ; he proarammability of networks should benierr
based flexible flow converging (F-FC) scheme to reduce the deSIred that the programmability of networks should b t

number of flow-entries for enhanced scalability. To evalua the improved such that the forwarding plane can be dynamically

POF system experimentally, we build a network testbed that reprogrammed to seamlessly support new protocol stacks and
consists of both commercial and software-based POF switcke associated packet parsing and processing [4, 8].

Network experiments with real-time video streaming in the Recently, several new SDN approaches have been proposed
proposed POF system demonstrate that our POF-based F-FC 5 anhance the programmability of forwarding plane, inelud

approach can outperform conventional schemes. . s .
Index Terms—Software-defined networking (SDN), Protocol- ing protocol-oblivious forwarding (POF) [1] and protocol-

oblivious forwarding (POF), Flexible flow converging (F-FO). independent forwarding (PIF) [5]. Both POF and PIF try
to make the forwarding plane reconfigurable, programmable

and future-proof with a protocol-independent instructsm.
Meanwhile, the programming of protocol-independent packe
Over the past decade, the fast development of the Interpedcessors (P4) [6] has been addressed to provide a fratkewor
has pushed the scales of end users, network devices and a high-level language for programming forwarding dewic
applications to grow exponentially. That made the Internbased on such an instruction set. People have designed a
architecture become more and more complicated, which imeneric flow instruction set (FIS) for POF to make forwarding
pedes the introduction of new protocols and slows down tlkevices work as white-boxes [9]. Hence, a forwarding device
support of new services. In response to these issues, seftwaan parse and process packets with the rules implemented by
defined networking (SDN) was proposed to make a netwottke POF controller and does not need any pre-knowledge on
more programmable and application-aware, by separating the protocol stack and associated packet handling mechanis
control and forwarding planes [2]. As an initial implemeiga Consequently, the POF network can transmit packets belong-
of SDN, OpenFlow [3] has been developed as an open standiagl to various protocols, and the operator can even define
protocol to specify a forwarding plane abstraction togetheew protocols and/or packet handling mechanisms without
with an application programming interface (API) for forconcerning about the compatibility in forwarding plane.
warding devices. Specifically, OpenFlow leverages flonedas In this work, we focus on POF and demonstrate a novel
switching and enables software-defined routing, forwaydirSDN-based flexible flow converging scheme with it. Note that
and managing by introducing a centralized controller. when an OpenFlow network needs to carry huge volume of
In OpenFlow, a forwarding element is abstracted as teaffic with many flows, the number of flow-entries imple-
flow table, which realizes flow processing by applying themented in the switches may increase rapidly and can cause
“match-and-act” principle. The flow tables are managed tserious scalability issues. This problem can be mitigated b
the centralized controller with an instruction set spedifie compressing the flow-entries with non-prefix aggregatidn [1
OpenFlow. It is known that OpenFlow provides a power todl1]. However, it is known that non-prefix aggregation & ®-
for the control and management of enterprise networks agd lieard problem [10] and hence the computation time could be an
already been applied to wide-area networks (WANSs) and larigsue for online operation. Previous work also suggestatl th
datacenters [4]. However, OpenFlow still has the protocatne can reduce flow-entries by leveraging the flow converging
dependent naturég., the matching fields in its flow tables arescheme that classifies the flows going through the same path
defined according to existing network protocasy, Ethernet segment into one forwarding equivalence class (FEC) [12].

I. INSTRUCTION
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B. POF Switch and Controller in Our System

Similar to the case of OpenFlow, we can use two types of
POF switches to realize the functionalities described apov
which are the commercial and software-based ones. In this
work, we include both of them in our POF-based network
testbed. For the commercial switch, we use Huawei’'s NE40OE-
X3, while the software-based switch is home-made by modi-
fying and upgrading an existing software prototype [13].

In order to implement F-FC, we realize the POF controller
by extending the POX platform [14]. Fig. 2 shows the pro-
posed structure of the POF controller to realize F-FC. The

{96, 16}, /*offset is 96-bit,
length is 16-bit*/

0x0800 /*Value*/ _ _Table'l _
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(b) Forwarding procedure.
Fig. 1.

Nevertheless, as we will show later in the paper, this scheme
cannot maximize the reduction on flow-entries due to the
protocol-dependent nature of OpenFlow.

We propose a POF-based flexible flow converging (F-FC)
scheme to reduce the flow-entries further for better sdélgbi
and also design the POF system to implement it. Then, we
realize the proposed system in a network testbed that ¢snsis
of both commercial and software-based POF switches. Net-
working experiments are also conducted to demonstrate F-FC
and compare its performance with the conventional schemes.

The rest of the paper is organized as follows. Section I
describes the working principle of POF. In Section IIl, we
discuss the F-FC scheme and our design of the POF system
to implement it. The experimental demonstration is presgnt
in Section IV. Finally, Section V summarizes the paper.

Overview of POF

Il. PROTOCOL-OBLIVIOUS FORWARDING (POF)
A. Overview of POF

Fig. 1 shows the overview of POF. In Fig. 1(a), we can see
that POF utilizes the similar architecture as that of Opewfl  °
i.e, a centralized controller resides in the control plane to
manage the switches in the forwarding plane. However, POF
uses different forwarding procedure as shown in Fig. 1(b),
which is not based on the header fields defined by specific
protocols. Actually, the POF switches do not need to know the
forwarding protocol in advance, since the packet parsird) an
flow matching are directed by the POF controller through a se-
guence of generic key assembly and table lookup instrugtion
[1]. This is achieved by defining the search key of a matching
field as a tuple<offset, length-, where offsetindicates the
beginning position of the matching field in the packet and
length provides the field’s length. Moreover, a POF switch
can also usecoffset, lengtb- to locate the target data when it
needs to manipulate the packet with certain actiorg), (@dd,
delete and modify). Hence, for packet forwarding, all a POF
switch needs to do is to extract the matching fields from the

details of the functional modules are as follows.

POF Manager. It works as the arbiter in the POF
controller and other modules talk with it to realize certain
functions for network control and management (NC&M).
Meanwhile, POF Manager monitors the network status
proactively by checking TED periodically and when a
path switching is needede(g, a network failure hap-
pens), it instructs the path computation module (PCM)
to calculate the new forwarding path and invokes FPM
to implement the path switching. Besides, POF Manager
works with a web-based graphic user interface (GUI)
to illustrate the network status, and the operator can
retrieve information from it through an external network
management system (NMS).

FPM (Flow Provision Module): It interacts with POF
switches to manage the forwarding paths of flows and is
also responsible for encoding/decoding POF messages.
For example, during the flow setup, FPM receives the
Packet-Inmessagefrom the ingress switch and forwards
the information to POF Manager for path computation.
After obtaining feedback from POF Manager, it encodes
the flow-entries inFlow-Mod messages and sends them
to related switches to provision the flow. FPM also lets
POF Manager update the records of flows in the traffic
engineering database (TED).

PCM (Path Computation Module): It receives path
computation tasks from POF Manager and optimizes
each packet flow’s forwarding path to achieve F-FC.
Upon receiving a task, PCM calculates the path based
on the current network status in TED. When the path-
computation is done, it checks whether the F-FC scheme
needs to be applied. If yes, it generates the F-FC labels
for the flow and saves the label-flow mapping in the label
database (LDB). Otherwise, the flow will be forwarded
independently. The F-FC labels will be explained in detail
in Section lll. Finally, PCM returns the path computation
results to POF Manager, which will then instruct FPM to
build and send the corresponding flow-entries.

TED (Traffic Engineering Database) It stores the net-
work status, including active POF switches, connectivity
among them, bandwidth usage on each link, and the
information of in-service flows. The network abstraction

paCket he_ader' _perform flow tab_'e lOOkUpS' and then e)(ecmef\lote that thePacket-Inand Flow-Mod messages here refer to the POF
the associated instructions provided by the POF controller messages that are extended from those with the same namgiFiow.



Interface
w/ NMS J
,/

(AP ]—[ari] R Packet Format @ s [> E
» POF Manager TED Conversion //

| Ethernet Header IP Header

TCP/UDP
Header

Payload ‘

’
s

- / | Label 1 ‘ Label 2 | Padding Field | €hanging | payload ‘
. ma)-(FeH|  [NaM A
Controller — -
e

7

POI; switch POF switch ’ Length Field ’ Value Field ‘

Fig. 2. Proposed structure of POF controller. Fig. 3. Packet format conversion for F-FC.
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I1l. FLEXIBLE FLOw CONVERGING (F-FC)wiTH POF

The flow converging (FC) scheme that classifies the flows Fig. 4. Changing and static fields in IP/TCP/UDP headers.
going through the same path segment into one FEC was o
originally defined in multi-protocol label switching (MP)s OF thevaluefield in bytes. As the total length of the Ethernet
[15], which is supported by the latest OpenFlow specificatio€2der isl4 bytes, we use thpaddingfield to stuff it if the
Hence, the OpenFlow controller can classify flows into FEGY© F-FC labels cannot fully fill it. The reason why we use
and assign a MPLS label to each of them [12]. However, ¥&riable-length F-FC labels here is that they bring in more
OpenFlow is protocol-dependent, it can only leverage one Njexibility. For instance, the Ial_JeI length can be deterrdlne.
PLS label per flow for FCife., no matter how many labels wePased on the number of flows in the network, or the labels in
assign to a flow, the OpenFlow switches will only match thilifferent lengths are used to identify different services.
first one), which restricts the scheme’s flexibility. Spezifiy, ~ After replacing the Ethernet header with the F-FC labels,
we have the dilemma that if we classify too many flows int§!® Packet format conversion performs a header compression
one FEC, the granularity of traffic engineering would becon@ improve the packet flow’s transmission efficiency. Before

coarse, but if one FEC only contains a few flows, the numbBfrforming the header compression, we categorize the fields
of flow-entries could not be reduced effectively. in IP/TCP/UDP protocol headers into two classes,, the

changing fields and the static fields. Basically, as shown in

B. POF-based Flexible Flow Converging (F-FC) Fig. 4, the static fields will remain unchanged when a packet

In the proposed F-FC scheme, we use two labels per fi®&ing forwarding through the POF network, while the packet
to distinguish the flows in a hierarchic manner. Specificalljorwarding can vary the value of a changing field. Hence, we
we use the first label to identify a converged super-flow, evhimake the ingress POF switch use the header compression to
the individual flows in the super-flow is distinguished by théxtract all the static fields, which will be reinserted intet
second label. POF switches can determine the forwardigckets at the egress switch.
action(s) of a flow by matching only the first label or both )
ones, depending on the flow-entries provided by the PGF F-FC Algorithm
controller. Hence, the POF switches on the shared path segFor proof-of-concept demonstration, we develop a straight
ment can forward the super-flow based on the first label afatward algorithm to determine the F-FC schemes for flows.
individual flows can be extracted from the super-flow easjly lBBasically, when a flow initially arrives at an ingress POF
conducting forwarding action(s) based on both labels. Mossvitch, the POF controller calculates the shortest feagihth
importantly, as the flow-entries can be updated by the P®t it to go through the POF network. Then, the controller
controller dynamically, we can adjust the F-FC schemes ofiecks the switches on the path one-by-one to find whether
the flows adaptively, according to the network status. there is a flow or a super-flow that shares certain path segment

In order to fully explore the flexibility on packet forwardjn with this flow and we can apply the F-FC scheme. For
provided by POF, we make POF switches perform the packestance, as shown in Fig. 5, tiidows 7—94 and 8-94 can
format conversion shown in Fig. 3 on the flows that need tme converged aNode 37, while the super-flow of these two
go through F-FC. Specifically, we first replace the EthernBibws can be further converged witflow 1—94 atNode44.
header with two F-FC labels, which have variable lengthklere, for the path segment 344, the two flows share the
Each F-FC label contains two fieldsg., thelengthandvalue same first F-FC label to indicate the super-flow, while their
fields. Thelengthfield occupiest bits and indicates the lengthsecond F-FC labels are different to distinguish them. Birtyil
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Fig. 6. Simulation results on number of flow-entries.

for the path segment 4494 , the three flows share the same

first F-FC label but use different second F-FC labels.

To show the effect of F-FC on flow-entry reduction, we
conduct a simple simulation with the £Q0 grid topology
in Fig. 5. The simulation randomly chooses the ingress and
egress nodes of flows frorhlodes{0,---,9} and Nodes
{90, --- , 99}, respectively. The flows are dynamically gener-
ated according to the Poisson traffic model. Here, we compare
the flow-entries used in three schemies, OpenFlow without
FC, OpenFlow with FC, and POF with F-FC. Fig. 6 shows the
simulation results and we observe that POF with F-FC uses
the least number of flow-entries among the three scenarios.

D. Operation Procedure of F-FC
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Step 5 POF Manager instructs FPM to encode the flow-

entries for all the switches on the forwarding path, and
FPM sends the flow-entries out wilow-Mod messages

to provision the flow.

Step 6 At the ingress switch, the flow packets go through

the packet format conversion for F-FC (assuming F-FC
needs to be applied), and each intermediate switch for-
wards the packets according to the flow-entries provided
by the POF controller.

Step 7 Finally, at the egress switch, the packets are
recovered to their original format by going through the

reversed operation for the packet format conversion.

IV. EXPERIMENTAL DEMONSTRATIONS

We implement the aforementioned POF system in a network

Fig. 7 illustrates the procedure of forwarding & TCP/liggtheq that consists of both commercial and softwareebase
packet flow through the POF network using the F-FC schemgor gyitches. As shown in Fig. 8, there arBOF switches in
« Step I The packet flow that comes from an end usefe testbed. Among themlodesl-6 are realized with running

arrives at an ingress switch of the POF network.

software-based POF switch on high-performance Linux serve

« Step 2 The ingress switch checks and finds that thekg (Lenovo ThinkServer RD540), aridode7 is the hardware
is no matching flow-entry for the flow. Hence, it sends @OF switch that is based on Huawei's NE4OE-X3. The POF
Packet-Inmessage to the POF controller and asks for th@ntroller is also implemented on an independent Linuxeserv

instructions on forwarding the flow.

which is directly connected to all the POF switches.
o Step 3 FPM in the POF controller receives the POF

message and forwards the information to POF Manag@r Experiments for Function Verification

for path computation.

We first perform a serial of simple experiments to verify that

o Step 4 POF Manager invokes the path computatiothe POF system can perform packet forwarding as designed.
in PCM, which obtains the forwarding path based oBpecifically, we use an IXIA traffic generator to send IP/UDP
the current network status in TED and also determingsckets fromNode 1 to Node 7 and the input throughput
whether the F-FC scheme needs to be applied. If ydmfore Node 1 is fixed at 5 Mbps. Then, we change the
it generates the F-FC labels for the flow and stores tlmput IP packet length fromi28 to 1500 Bytes, and check

label-flow mapping in LDB.

the bandwidth utilization in the POF network when the packet
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B. Experiments for Video Streaming with F-FC

We then perform experiments on video streaming with F-
FC to demonstrate the advantages of the proposed POF systel
further. As illustrated in Fig. 8, we consider six end useh®w
are using the POF network that has the bandwidth limitation (c) Experimental results on bandwidth utilization in PORwezk.
marked on each link. Her&Jsersl and Il connect taNodel, Fig. 9. Results from the experiments for function verifioati
User lll connects toNode3, andUserslV, V and VI connect
to Node7. The experimental scenario is as follows.
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on Link 3—5, switchesFlow 1 to path 1»2—4—+6—5—-7,

_and maked-low 3 take the path 3;2—4—6—7. Hence, the

« Step I At ¢ = 0 second, we start three packet flows ifhree flows can all be transferred successfully. However, in
the POF networkF-low 1 is from User| to User IV for 2 orqer tg forward each flow correctly, each related switch has
Mbps file transferFlow 2 is from User | to UserVIfor 4 install an independent flow-entry for it. For instanceeaf
3.5 Mbps file transfer, anélow 3 is fromUserlll to User ; _ 15 seconds, there will be three flow-entries in each switch
V for 3.5 Mbps video streaming (H.264 video sequencg ai is on path segment 24—6.
encoded as 1080P). The end users encapsulate all the flovz) OpenFlow with FC:In this scheme, we downgrade the
packets in the IPv4/UDP format before sending them i or system to an OpenFlow one that supports FC with MPLS

» Step 2 At ¢ = 15 seconds, we have a néilow 4 that 565" Then, at = 0 second Flows 1 and?2 are converged
joins in and uses up all the Mbps capacity orLink 55 4 syper-flow and transmitted through pathZLs4—6—7.

3-5. _ o Meanwhile,Flow 3 uses path 3:5—7. WhenFlow 4 joins,
We compare three schemes in the experimemtsOpenFlow e cannot divergé-lows 1 and 2 at Node 6, because their
without FC, OpenFlow with FC, and POF with F-FC. super-flow is identified by a single flow-entryThen, Flow 3

1) OpenFlow without FC:In this scheme, we downgrade
the POF system to an OpenFlow one that does not have F@\ote that we actually can divergelows 1 and 2 here, if we make the
support. Then. the experimental scenario is as followsialni switch onNode6 to match the source and destination IP addresses of the
v Fl 1-3 ’ f ded with th ths illustrated in Fi lows. However, this will make the number of flow-entries Ease and let
y, Flows 1-3 are forwarded wi € paths lllustrated In F1g. gpe flow-matching become as complicated as that in OpenFlatout FC.

Then, wherFlow 4 joins, the controller detects the congestioRience, we assume that OpenFlow with FC will not perform thast@ons.
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Fig. 10. Results on received bandwidthlger V for video streaming. (b) Results on Y-PSNR of the received video in POF with F-FC

can only be switched to path—32%4%6%5%7. However, Fig. 11. Results on performance of the received videos.

since the bandwidth capacity dfink 65 is 2 Mbps, the evaluated experimentally in a network testbed that coetbist
quality of video streaming gets degraded significantly. both commercial and software-based POF switches. Network

3) POF with F-FC: Initially, the POF system serves the€Xperiments with real-time video streaming demonstratad t
flows as the OpenFlow systems, aftows 1 and 2 are the proposed POF system outperformed conventional schemes

converged atNode 1 with F-FC. WhenLink 3—5 becomes ACKNOWLEDGMENTS
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