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Abstract—In this paper, after proposing a novel metric, i.e.,
global resource capacity (GRC), to quantify the embedding
potential of each substrate node, we propose an efficient heuristic
virtual network embedding (VNE) algorithm, called as GRC-
VNE. The proposed algorithm aims to maximize the revenue
and to minimize the cost of the infrastructure provider (InP).
Based on GRC, the proposed algorithm applies a greedy load-
balance manner to embed each virtual node sequentially, and
then adopts the shortest path routing to embed each virtual
link. Simulation results demonstrate that our proposed GRC-
VNE algorithm achieves lower request blocking probability and
higher revenue due to the more appropriate consideration of the
resource distribution of the entire network, when compared to
the two lastest VNE algorithms that also consider the resources
of entire substrate network. Then, we introduce a classical
reserved cloud revenue model, which consists of fixed revenue
and variable one. Based on this revenue model, we design a novel
admission control policy selectively accepting the VNR with high
revenue-to-cost ratio to maximize the InP’s profit based on an
empirical threshold. Through extensive simulations, we observe
that the optimal empirical threshold is proportional to the ratio
of variable revenue to the fixed one.

Index Terms—Network virtualization, Virtual network em-
bedding (VNE), Global resource capacity (GRC), GRC-VNE,
Reserved cloud revenue model, Admission policy

I. INTRODUCTION

Recently, network virtualization has gained intensive atten-
tion from both research community [1–3] and industry [4,
5], as it provides a promising solution for future Internet [6]
and works as an key enabler for cloud computing [7]. Net-
work virtualization is to provision multiple virtual networks
(VNs) over a substrate network for sharing computing and
networking resources. A VN is a logical topology composed
of a set of virtual nodes (e.g., virtual routers) interconnected
by corresponding virtual links over the substrate network.
In this case, the conventional Internet service provider (ISP)
can be decoupled into infrastructure providers (InPs) (e.g.,
cloud providers) and service providers (SPs) (e.g., cloud
users). Several SPs dynamically construct VNs to aggregate
the demands of the end-users by leasing infrastructures from
the InPs. Given a set of VN requests (VNRs) with certain
resources requirements on both nodes and links, the problem
of finding a specific subset of nodes and links in the substrate
network to satisfy each VNR is known as the virtual network

embedding (VNE) problem [8]. In solving the VNE problem,
InPs normally aim to maximize their revenue, with a underlied
substrate network.

However, the VNE problem has been shown to be NP-
hard [9]. Previous researches on the VNE problem [8, 10–
16] relied on heuristic algorithms to balance the tradeoff
between the performance and the computational complexity.
Generally, some algorithms [10, 11] focused on the problem
either in absence of node or link requirements, or with infinite
resources on the nodes and links in the substrate network.
Some others made efforts to either reduce the computational
complexity by solving the node mapping and link mapping
separately [13], or improve the performance by optimizing
the two subproblems (i.e., node mapping and link mapping)
jointly [15, 17]. However, the former category relied on non-
realistic assumptions that could not reveal the key point of
the VNE problem, while for the latter one, it is difficult
to obtain a good tradeoff between the performance and the
computational complexity. Thus, recent works [8, 15, 16]
proposed a new type of VNE algorithms, which we refer as
coordinated VNE (CO-VNE). The CO-VNE algorithms aimed
at achieving the best tradeoff between the performance and the
computational complexity. More specifically, they solved the
node mapping and link mapping separately, but taking link
mapping constraints into consideration in the node mapping
stage to mitigate the performance degradation due to the
separated handling.

In this paper, we propose an efficient CO-VNE algorithm
to maximize the revenue of the InP. We first formulate a
novel metric, called as global resource capacity (GRC), to
quantify the embedding potential of all the nodes in the
substrate network. The calculation of GRC of each node takes
the resources of the entire network into consideration. By
expressing the GRC in a random walk form [18], we reveal the
physical meaning behind it. Then, we design a novel CO-VNE
algorithm based on GRC, which we refer as global resource
capacity based virtual network embedding (GRC-VNE). This
algorithm applies a load-balanced manner to embed the virtual
node requires most (in terms of GRC) onto the node with
the highest GRC in the substrate network, and leverages the
shortest-path routing method for link mapping. Numerical
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Fig. 1. An example of VNE process.

results demonstrate that the proposed algorithm outperforms
two benchmark algorithms, which also consider the resources
of the entire network. Then we introduce the classical reserved
cloud revenue model, where revenue of a VNR consists of
fixed and variable parts. Based on this revenue model, we
develop a novel threshold based admission control policy that
rejects VNR with a low revenue-to-cost ratio, to maximize the
profit of the InP. Simulation results indicate that the optimal
threshold can be obtained to maximize the revenue, which
depends on the relative weight of the fixed and the variable
revenue.

The rest of this paper is organized as follows. We formulate
the VNE problem in Section II. The VNE characterization is
described in Section III. The details of the proposed GRC-
VNE algorithm are discussed in Section IV. Section V shows
simulation setup and results for performance evaluation of the
GRC-VNE algorithm. The optimization of GRC-VNE based
on a reserved cloud revenue model is investigated in Section
VI. Finally, Section VII summarizes the paper.

II. PROBLEM MODELS AND FORMULATION

In this section, we present a generic description of the VNE
problem, including VNE models, VNE process, VNE revenue
model, and VNE objective.

A. VNE Models

In a VNE problem, resources (computing resources for
nodes and bandwidth resources for links) from a substrate
network are allocated to meet the requirement in a VNR.
When the InP gets a VNR, the InP should decide whether to
accept it or not. If the VNR is accepted, then certain computing
resources on corresponding substrate nodes and bandwidth on
corresponding substrate links should be allocated to meet the
demands of the VNR, and when the VNR departs, the allocated

resources would be released. The models for both the substrate
network and the VNR are detailed as follows.

1) Substrate Network: A substrate network (SN) can be
modeled as an undirected graph, denoted as Gs(V s, Es),
where V s is the set of substrate nodes and Es is the set
of substrate links. For each substrate node vs ∈ V s, it has
a computing capacity (e.g., CPU cycles) of cvs ; for each
substrate link es ∈ Es, it has a bandwidth capacity of bes . In
this paper, we also adopt the notation of PGs as the set of paths
in the substrate network. An example of a substrate network
is illustrated in the bottom of Fig. 1. The numbers around the
nodes and links are the available resources for them.

2) Virtual Network Request: A VNR, �, can also be
modeled as an undirected graph, denoted as Gr(V r, Er),
where V r is the set of virtual nodes and Er is the set of
virtual links. For each virtual node vr ∈ V r, it is associated
with a computing resource demand of cvr ; for each virtual
link er ∈ Er, it is associated with a bandwidth demand of
ber . An example of a VNR is illustrated in the upper of Fig.
1. In this paper, we also assume that VNR arrival process is a
Poisson process, with a time-invariant rate of λ. Each VNR is
also associated with two time-domain parameters: t� for the
arrival time of the VNR and a finite value τ� for the lifetime
of the VNR.

B. VNE Process

The generic VNE process, as illustrated in Fig. 1, consists
of two key components, i.e., node mapping and link mapping.

1) Node Mapping: In the node-mapping stage, the InP tries
to find, for each node of the VNR, a unique substrate node that
has enough available computing resources to meet its resource
demand. Mathematically, the node mapping can be described
as a one-to-one mapping, i.e., FN : V r �→ V s, such that,

FN (vr) = vsr , vr ∈ V r, vsr ∈ V s, (1)

under the following two conditions, including,

• We have FN (vr,1) = FN (vr,2) for any vr,1, vr,2 ∈ V r if
and only if vr,1 = vr,2;

• We have cvr ≤ cvs
r
.

For example, as shown in Fig. 1, the node mapping for the
VNR is {1 → D, 2 → C, 3 → A, 4 → G, 5 → E} 1.

2) Link Mapping: In the link-mapping stage, for two adja-
cent nodes in the VNR, the InP finds a set of paths between
the two mapped nodes in the substrate network, whose total
available resources are larger than demand in the virtual link
of the VNR. Two flavors of link mapping have been proposed
previously, including,

• Multi-Path Mapping [8]: in this case, with path-splitting
technique [12], a single virtual link can be mapped onto
several different substrate paths.

• Single-Path Mapping [14]: in this case, a single virtual
link can only be mapped onto one substrate path.

1Note that virtual nodes from different VNRs can be mapped onto the same
substrate node as long as the available computing resources are sufficient.
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In this work, we only consider the single-path mapping case;
our results can easily be extended to the multi-path mapping
case. Under the single-path mapping case, the link mapping
can be represented by a mapping FL : Er �→ PGs , such that,

FL(e
r) = pser , er ∈ Er, pser ∈ PGs

, (2)

under the following capacity constraints, i.e.,

ber ≤ min
es∈ps

er

bes . (3)

For example, as shown in Fig. 1, the link mapping for
the VNR is {(1, 2) → (D,C), (2, 3) → (C,B,A), (3, 4) →
(A,G), (4, 5) → (G,F,E), (5, 1) → (E,D)}.

C. VNE Revenue Model

For each VNR, we adopt a “pay-per-user” revenue model,
based on the “on-demand” cloud service price scheme by
Amazon Web Services (AWS) [19]. Specifically, for a VNR,
�, the revenue generated for the InP is given by

R(�) =

{
R0(�) · τ�, if � is accepted

0, otherwise
(4)

where R0(�) is the revenue per time-unit for �., and τ�
denotes the lifetime of the VNR. R0(�) is defined as the
summation of contributions from the computing resource
demand and the bandwidth demand of �, i.e.,

R0(�) = α ·
∑

vr∈V r

cvr + β ·
∑

er∈Er

ber , (5)

where α and β are the unit price charged for computing
resources and bandwidth resources, respectively.

Notice that our revenue model captures the essential of
cloud service revenue model, by considering both the resource
demand and the usage duration of a VNR. On the other hand,
existing revenue models, as defined in [8, 12, 15, 16], are
too simple to capture the cloud service model, adopted on the
market. Specifically, all these papers used the same revenue
model, which is totally determined by the resource demands
of the VNR (i.e., R0(�)). They do not consider the lifetime
of the VNR.

D. VNE Objective

Similar to the previous work [20], the major interest of this
paper is to maximize the long-term time-average revenue 2 of
the InP, which is defined as,

RGs = lim
T→∞

∑
�∈ΩT

R(�)

T
, (6)

where ΩT = {�|0 ≤ t� ≤ T } denotes the set of VNRs
arriving before time instance T .

Obviously, the revenue for an InP is related to two additional
metrics, i.e.,

2Unless stating explicitly, we use “revenue” to stand for “long-term time-
average revenue” in the following parts of this paper

• VNR Blocking Probability: it is defined as

pb = lim
T→∞

φb(T )

φ(T )
, (7)

where, φb(T ) and φ(T ) are the numbers of blocked
(or rejected) VNRs and total VNRs in time period T ,
respectively.

• VNR Revenue-to-Cost Ratio: it is defined as

�(�) =
R0(�)

C0(�)
, (8)

where, C0(�) is the resource cost per time-unit to serve
a VNR, �, similar to previous work [12, 15], C0(�) is
given by,

C0(�) =
∑

vr∈V r

cvr +
∑

er∈Er

| FL(e
r) | ber (9)

where, | FL(e
r) | is the length of path FL(e

r) in terms
of hops.

III. VNE CHARACTERIZATION

In this section, we first establish an upper bound for the rev-
enue and illustrate two design guidelines for VNE algorithms.

A. Revenue Upper Bound

For a given substrate network Gs(V s, Es), we can establish
an upper bound of revenue, given by

RGs ≤ α ·
∑

vs∈V s

cvs + β ·
∑

es∈Es

bes � Ru
Gs . (10)

This bound can be established via the following hypothetical
situation,

• Each VNR is an equivalent to the substrate network;
• Subsequent VNR arrives at the instance when previous

VNR expires.

In this situation, each VNR is satisfied with the minimum
amount of substrate resources and the substrate network is
fully occupied. As such, the time-accumulate revenue would
maximize, in turn, the revenue would maximize.

B. Revenue-Penalty Factors

In reality, the observed revenue of the InP is much less
than the upper bound, rendered by the underlying substrate
network. This gap results from the irregularity associated with
the VNR arrivals, deviating from the aforementioned two ideal
conditions. With a set of non-ideal VNRs, the following two
cases would add penalty to the revenue by the InP, including,

1) Case 1: a VNR is rejected because the substrate network
cannot accommodate it due to insufficient resources.
The resource deficiency could be resulted from the
fundamental resource limitation or resource wasted by
inappropriate VNE algorithms.

2) Case 2: even if a VNR is accepted, a subset of virtual
edges are mapped onto paths in the substrate network
that span more than one edge.
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(a) The locality problem

(b) The “big island” problem

Fig. 2. An example of disadvantages of LRC

Understanding of these penalty factors suggests some useful
guidelines for us to design effective VNE algorithms. For
Case 1, we could minimize the blocking probability to make
the substrate network accept the most VNRs with its limited
resources. For Case 2, we could maximize the revenue-to-
cost ratio for each VNR to cost as less as possible resources
on a single VNR. In next section, we will propose our VNE
algorithm, by adopting these heuristics.

IV. VNE ALGORITHM BASED ON GLOBAL RESOURCE

CAPACITY

It is known that the VNE problem is NP-hard [9]. Con-
sequently, research efforts have been focused on heuristic
algorithms to achieve a reasonable trade-off between the com-
putational complexity and the VNE design performance. In
this section, we propose a VNE algorithm in the same family.
More specifically, the proposed algorithm can be categorized
as a CO-VNE algorithm. We first formulate a proper metric,
which is called as global resource capacity (GRC), to quantify
the embedding potential of each node in the substrate network.
Then, we conduct a greedy node mapping based on GRC
followed by a shortest-path based link mapping.

A. Global Resource Capacity

1) Motivations: As one of the earliest attempts to consider
link mapping constraints in node mapping stage, Yu et al.
[12] formulated local resource capacity (LRC), which was
defined as the product of a node’s computing resources and
the summation of bandwidth resources of its incident links.
However, LRC has the following disadvantages,

• the locality problem: as explained in [15], the LRC of
a node only considers the resources of the node itself
together with its incident links, which cannot reveal the
real embedding potential of the node. For example, as
shown in Fig. 2(a), nodes A and D have the same LRC
values as 50×(20+20) = 2000 units. While the available

resources of the adjacent nodes of node A are more than
those of the adjacent nodes of node D, the embedding
potential of node A should be larger than that of node D.

• the “big island” problem: when the load distribution in a
network gets imbalanced, the nodes that still have large
amount of available resources will become “big islands”
in the network and they cannot be utilized properly based
on LRC. For example, as shown in Fig. 2(b), node A still
has a fairly large amount of computing resources, and
hence even when its incident links’ bandwidth resources
are very limited, its LRC value is still the same as that
of node B.

Even though the locality problem can be overcome by using
additional topology-aware metrics [15, 16], the “big island”
problem has yet been addressed properly.

2) Definition: In order to overcome the locality problem
and the “big island” problem of LRC, we formulate the metric
of global resource capacity (GRC), to quantify the embedding
potential of each node in the substrate network. Specifically,
given a network topology G(V,E), the computing resource
cv, v ∈ V , and the bandwidth resource b(u,v), (u, v) ∈ E, the
GRC r(u) of node u ∈ V is formulated as

r(u) = (1− d) · ĉu + d
∑

v∈N(u)

b(u,v)∑
x∈N(v) b(x,v)

· r(v) (11)

where d is a constant damping factor within (0, 1), N(u)
indicates the set of adjacent nodes of node u, and ĉu is the
normalized computing resources on node u as

ĉu =
cu∑

v∈V cv
, ∀u ∈ V.

Using a vector format, we can calculate the GRCs for all
the nodes as

r = (1 − d)c+ dMr, (12)

where r = (r(1), r(2), ..., r(|V |))T , c = (ĉ1, ĉ2, ..., ĉ|V |)
T ,

and M is a transition matrix with the dimension as |V |× |V |.
Each entry in M is defined as

m(u,v) =

{
b(u,v)∑

x∈N(v),b(x,v)
(u, v) ∈ E

0, otherwise
. (13)

We first need to establish the uniqueness of our GRC
definition.

Proposition 4.1: Matrix I− dM is reversible, and hence a
unique vector r can be obtained from Eq. (12).

Proof: With Eq. (13), we have

∑
u∈V

m(u,v) =
∑

u∈N(v)

b(u,v)∑
x∈N(v) b(x,v)

= 1.

According to the Gershgorin Circle Theorem [21], we con-
clude that ‖M‖ ≤ 1. If the matrix I−dM is irreversible, there
must be a non-zero vector x that can satisfy (I−dM)x = 0. It
follows that dMx = x, and ||x|| = ||dMx|| ≤ d‖M‖‖x‖. As
x is a non-zero vector, we can conclude that ‖M‖ ≥ 1

d > 1.
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However, this conclusion is contradicted with ‖M‖ ≤ 1.
Therefore, we prove that I− dM is reversible.

It follows that the unique solution of Eq. (12) is given by

r = (1 − d)(I− dM)−1
c. (14)

3) Physical Meaning:
Proposition 4.2: Eq. (11) can be rewritten in a random walk

form [18] as

r(u) =
∑
v∈V

ĉv

⎛
⎝(1− d)δu,v +

∑
p∈Pv,u

B(p)(1 − d)dH(p)

⎞
⎠ ,

(15)
where δu,v is the Kronecker’s delta, defined as δu,v ={
1 if u = v

0 if u 
= v
, Pv,u denotes the set of all the paths from

node v to node u, B(p) =
∏n−1

k=1 b(vk,vk+1)
∏n−1

k=1

∑
x∈N(vk) b(x,vk)

for any path

p = (v1, v2, ..., vn) ∈ Pv1,vn , and H(p) is a function that
returns the hops of path p.

Proof: Substitute Eq. (15) into the right-hand side of Eq.
(11), we obtain

(1 − d) · ĉu + d
∑

v∈N(u)

b(u,v)∑
w∈N(v) b(w,v)

· r(v)

= (1 − d) · ĉu + d
∑

v∈N(u)

b(u,v)∑
w∈N(v) b(w,v)

·
∑
x∈V

ĉx

⎛
⎝(1− d)δv,x +

∑
p∈Px,v

B(p)(1− d)dH(p)

⎞
⎠

=
∑
x∈V

ĉx

⎛
⎝(1 − d)δu,x +

∑
p∈Px,u

δp,(x,u)B(p)(1 − d)d

+
∑

p∈Px,v

(1− d)dH(p)+1
∑

v∈N(u)

B(p)
b(u,v)∑

w∈N(v) b(w,v)

⎞
⎠

=
∑
x∈V

ĉx

⎛
⎝(1 − d)δu,x +

∑
p∈Px,u

B(p)(1 − d)dH(p)

⎞
⎠

= r(u)

Eq. (15) indicates that the GRC r(u) of any node u ∈ V is
a weighted summation of the resources of the entire network,
i.e., other nodes in the network also contribute to the GRC of
node u. This is the reason why we refer r(u) as the “global”
resource capacity of node u. Specifically, the more computing
resources a node v, v 
= u has, the shorter the paths p ∈ Pv,u

are, and the more bandwidth the paths p ∈ Pv,u have, the
more contributions node v can make to the GRC of node u.

4) Calculation: The complexity of calculating the GRC
vector with Eq. (14) directly is O(|V |3). In this work, we
adopt a simple iterative algorithm to calculate the GRC vector

more efficiently

rk+1 = (1 − d)c+ dMrk, (16)

where rk is the GRC vector after k iterations. We terminate
the iterations when the improvement between two adjacent
iterations is smaller than a pre-set threshold. It can be shown
that this algorithm always converges to a stationary solution, as
it is equivalent to the Jacobi algorithm [21] for solving linear
equations. Algorithm 1 shows the details of this algorithm.

Algorithm 1: Calculation of GRC vector

input : Network topology G(V,E), pre-set small
positive threshold σ

output: GRC vector r

1 calculate matrix M and vector c respectively;
2 r0 = c;
3 k = 0;
4 Δ = ∞;
5 while Δ ≥ σ do
6 rk+1 = (1− d)c+ dMrk;
7 Δ = ‖rk+1 − rk‖;
8 k = k + 1;
9 end

10 r = rk;

Since in each iteration, the number of operations is pro-
portional to O(|V |2) and in the practical case, σ � 1, the
number of iterations is proportional to log 1

σ , the complexity
of Algorithm 1 is O(|V |2 log 1

σ ) [22].

B. Greedy Node Mapping

In the node-mapping stage, we adopt a greedy mapping
algorithm. It works as follows. After calculating the GRC
vector for both the substrate network and the VNR, we sort the
nodes of the two topologies in a descending order according
to the GRCs, respectively. From the perspective of load
balance of the substrate network, the greedy node mapping
is conducted by processing the two node lists from top to
down and mapping nodes one by one, similar to the merge-
sort algorithm, i.e., as long as the computing requirement can
be satisfied, a virtual node with the largest GRC in the VNR
is always mapped onto the substrate one that also has the
largest GRC. If the computing resource requirement cannot
be satisfied by using any of the substrate nodes, the VNR is
blocked.

Algorithm 2 shows the details of the greedy node map-
ping algorithm. The time complexity of this algorithm is
O(|V s||V r|).

C. Shortest-Path based Link Mapping

In the link-mapping stage, we adopt the shortest-path based
link mapping algorithm, which aims to minimize the cost.
Specifically, for each edge in the VN request, we use the
Dijkstra’s algorithm to calculate the shortest path between the
corresponding nodes in the substrate network. This algorithm
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Algorithm 2: Greedy Node Mapping

input : VNR �, Gr(V r, Er), substrate network
Gs(V s, Es), the GRC vector rs for substrate
network, and the GRC vector rr for �

output: Node mapping FN

1 FN ← 0;
2 Count = 0;
3 sort rs in a descending order to get rssort;
4 sort rr in a descending order to get rrsort;
5 for each virtual node vr in the order of rrsort do
6 for each unselected substrate node vs in the

order of rssort do
7 if cvs ≥ cvr then
8 FN (vr) = vs;
9 Count = Count+ 1;

10 break;
11 end
12 end
13 end
14 if Count = μ then
15 continue with link mapping;
16 else
17 mark � as blocked;
18 wait for the next VNR;
19 end

is made more efficient by pre-cutting all the links in the
substrate that do not have enough available bandwidth re-
sources. If the link mapping fails (i.e., any virtual link can not
be embedded successfully), we restore the substrate network
status and mark the VNR as blocked.

The details of the link mapping is shown in Algorithm 3.
The time complexity of this algorithm is O(|Er ||Es|log|V s|).

Summing all these three sub-algorithms, we determine that
the time complexity of our GRC-VNE algorithm is O((|V s|2+
|V r|2) log( 1σ ) + |V s||V r|+ |Er||Es|log|V s|).

V. PERFORMANCE EVALUATION

In this section, we perform numerical simulations to com-
pare the performance of our GRC-VNE with two latest VNE
algorithms, i.e., the RW-MM-SP algorithm [15] and the TA
algorithm [16], which also consider the resources of the entire
network when doing node mapping. In this study, we consider
two performance metrics, including the revenue of the Eq. (6)
and the VNR blocking probability of Eq. (7).

A. Simulation Model

In this research, we adopt the similar simulation model
as those of previous work [12, 15]. The topologies of the
substrate network and the VNRs are randomly generated by
the GT-ITM tool [23]. For the substrate network, the initial
available computing resources and bandwidth resources are
randomly selected by uniform distribution. In each VNR, the
computing resource demand of each virtual node and the

Algorithm 3: Shortest-Path based Link Mapping

input : VNR �, Gr(V r, Er), substrate network
Gs(V s, Es), node mapping FN

output: Link mapping FL

1 FL ← 0;
2 for each virtual link er = (vr,1, vr,2) in � do
3 Gs

temp ← Gs ;
4 for each substrate link es in Gs

temp do
5 if bes < ber then
6 cut es in Gs

temp;
7 end
8 end
9 try to find a shortest path pser from FN (vr,1) to

FN (vr,2) in Gs
temp;

10 if cannot find a path then
11 mark � as blocked;
12 wait for the next VNR;
13 else
14 update bandwidth of Es in Gs;
15 FL(e

r) ← pser ;
16 end
17 end

TABLE I
SIMULATION PARAMETERS

Node number of the substrate network 100
Link number of the substrate network 570
Minimum degree of the substrate topology 4
Maximum degree of the substrate topology 20
Average degree of the substrate topology 11.4
Initial available computing resources on substrate nodes 50-100 units
Initial available bandwidth resources on substrate links 50-100 units
Average lifetime of the VNRs 500 time-units
Bandwidth demand of a virtual link 0-50 units
Computing resource demand of a virtual node 0-50 units
Node number in a VNR 2-20

bandwidth requirement of each virtual link are also randomly
selected. The number of virtual nodes in a VNR is selected
from 2 to 20 according to the uniform distribution. The virtual
link connectivity rate, which is the probability of any two
nodes are connected in a VNR, is set to η. Thus, the average
number of links in a VNR is n(n−1)

2 ·η, where n is the number
of virtual nodes. As assumed in Subsection II-A, the VNRs
arrive one by one, formulating a Poisson process with an
average arrival rate of λ requests per time unit, and the lifetime
of each request follows the negative exponential distribution
with an average of 1

μ = 500 time units. Hence, the load of the
VNRs can be quantified with λ · 1

μ in Erlangs.
Table I summarizes the parameters for our simulations.

B. Benchmark Performance Comparisons

We first evaluate the performance of the aforementioned
three VNE algorithms using a fixed traffic load as 25 Erlangs
and a fixed link connectivity rate as 0.5 for the VNRs, and run
the simulations for 50,000 time units to see their operations
in a long run. In the simulations, we set: α = β = 1, σ =
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Fig. 3. Comparisons of time-average revenue in a long
run
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run
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Fig. 5. Comparisons of time-average revenue under
different traffic loads in stationary state

0.00001, and d = 0.85. All the parameters of RW-MM-SP and
TA are from [15] and [16], respectively.

In Fig. 3, we compare the revenue from all three algorithms.
It can been seen that our GRC-VNE outperforms the other
two algorithms. The revenue advantage of our algorithm can
be traced back to the fact that the GRC could quantify the
embedding potential more efficiently by overcoming both the
locality problem and the “big island” problem of the LRC. As
a result, under the offered load, our algorithm will experience a
smaller blocking probability for the VNR. Under our assumed
stochastic traffic model, the revenue can be approximated by

R̄T � (1 − pb)λR̄0(�)τ̄�, (17)

where R̄0(�) and τ̄� refer to the average revenue per request
and the average lifetime per request. This observation can be
verified in Fig. 4, where the blocking probabilities of all the
algorithms are compared. Notice that our algorithm has the
lowest long-term blocking probability. As such, we expect that
our algorithm would generate the highest revenue.

C. Sensitivity Analysis

In this subsection, we compare the performance of the three
algorithms, under different traffic loads and link connectivity
rates for VNRs.

First, in Fig. 5 and 6, we plot the revenue and the blocking
probability, for the three algorithms, under different traffic
loads. It can be seen that the GRC-VNE algorithm achieves
the highest revenue for all traffic loads. It can also be seen that
the revenue increases as the traffic load increases, in a concave
manner. It can be understood as follows. As the traffic load
increases, the substrate network performs closer to its capacity.
As a result, additional VNRs might consume more resources if
accepted, resulting in a lower revenue-to-cost ratio. Therefore,
the revenue will flatten out as the traffic load increases further.
This rationale is further verified by the observation of the
blocking probability for all three algorithms will merge as the
traffic load increases.

Second, the same sensitivity analysis is performed by vary-
ing the link connectivity rate for the VNRs. The results are
plotted in Fig. 7 and 8. It can be seen that our algorithm
generates the highest revenue and the lowest blocking prob-
ability. Moreover, we notice that the revenue first increases

TABLE II
AVERAGE RUNNING TIME TO EMBED A SINGLE VNR (UNIT: SECONDS)

Link Connectivity Rates RW-MM-SP TA GRC-VNE
0.2 1.036 1.072 0.447
0.4 4.302 3.688 0.607
0.6 6.201 5.467 1.062
0.8 6.871 6.611 1.304

and then decreases as the link connectivity rate rises, resulting
in a peak revenue when the link connectivity rate is a fixed
value. This observation is rendered by a fundamental trade-off
between the blocking probability and the revenue per request,
as shown in Eq. (17). As the link connectivity rate rises,
the blocking probability increases monotonically; while the
average revenue per request also increases as it requires more
resources. Therefore, at one point, the marginal penalty due
to the blocking probability increasing is fully compensated by
the marginal gain of increased revenue per request.

D. Time Complexity

In this subsection, we compare the average running time
for each algorithm to embed a VNR on the same substrate
network. This metric can be used as an indicator for the
time complexities of all the three algorithms. Our simulation
environment is Matlab R2012a running on a computer with
3.10 GHz Intel Core i3-2100 CPU and 2.00 GB RAM. The
average running times for the three algorithms under different
link connectivity rates are compared in Table. II.

We observe that our algorithm has the lowest running time
for all the cases. In general, our running time is approximately
20-30% of the running time for other two algorithms. Part
of this running time gain originates from an optimized step
in our algorithm, i.e., we pre-cut all infeasible links before
embedding virtual links, and only need to execute the shortest
path algorithm once for each virtual link. While, for the K-
shortest-path scheme in the other two VNE algorithms, the
infeasible links are still considered in path computation and
time is wasted on them.

VI. VNE ALGORITHM OPTIMIZATION UNDER CLOUD

REVENUE MODEL

In this section, we apply the proposed GRC-VNE algorithm
under a cloud computing environment, which adopts a revenue
scheme similar to the reserved instance in AWS [19]. In this
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different arrival rates in stationary state
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Fig. 7. Comparisons of time-average revenue under
different link connectivity rates in stationary state
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different link connectivity rates in stationary state

practical situation, we notice that the GRC-VNE algorithm can
be optimized for revenue, by adopting an empirical revenue-
to-cost-ratio threshold based admission control policy.

A. Reserved Cloud Revenue Model

In practice, cloud providers often adopt a reserved price
model. Specifically, the cloud user signs a long-term contract
(e.g., service agreement level) with the cloud provider. In
this contract, the user would pay the cloud provider a fixed
amount in the beginning and make additional payment for
actual usage. The additional payment is usually a “pay-per-
use” model, whose corresponding revenue model is assumed
in Subsection II-C. This revenue model is corresponding to
“reserved instance” in cloud price model.

Under this revenue model, for each VNR, its revenue
consists of two parts, including:

• Fixed Revenue Part: this part of the revenue corresponds
to the amortized one from the lump-sum payment of the
user to the cloud provider, over the contract period.

• Variable Revenue Part: this part of the revenue corre-
sponds to the usage payment from serving one specific
VNR.

In this model, for a VNR �, the total revenue obtained from
it can be derived as

R̂(�) = Rf +Rv, (18)

where the variable revenue part is defined in Eq. (4). The
fixed revenue part is Rf = PT

nT
, where PT is the lump-sum

payment for duration T and nT is the total number of VNRs
in that duration. In our model, the VNR arrives as a stochastic
process; as a result, nT is a random variable. Therefore,
without loss of generality, we assume that the fixed part of
revenue is random.

B. Admission Control Policy based on Revenue-to-Cost-Ratio
Threshold

Our proposed GRC-VNE suffers from its greedy nature.
Specifically, the GRC-VNE accepts a VNR as long as the
request can be served by its substrate network. This admis-
sion control policy could penalize the revenue for the cloud
providers, because it is quite possible to accept a VNR that
would consume a large amount of resources. This would
penalize future VNRs that would consume less resources but

offer decent revenues. Therefore, a better request admission
control policy should be in order, so as to increase the profit.

In this work, we propose a novel admission control policy,
based on the revenue-to-cost-ratio threshold. With this policy,
the cloud provider would accept a VNR only if the hypothet-
ical revenue-to-cost ratio, �(�) (i.e., R̂(�)/τ�

C0(�) ), is above a
prefixed empirical threshold Ξ.

We use numerical simulations to investigate the impacts of
the revenue-to-cost-ratio threshold Ξ and the fixed revenue
part Rf to the performance of the revenue-driven GRC-VNE
algorithm (i.e., the GRC-VNE algorithm with the threshold
based admission control policy). The variable revenue part Rv

of a VNR is set to be equal to its total resource requirement
times its lifetime, and the fixed revenue part Rf is selected
from Umin to Umax according to an uniform distribution,
denoted as U(Umin, Umax). The other parameters are the same
as those in Subsection V-B. In Fig. 9, we plot the revenue
in a long run for three different thresholds, in which Rf is
taken randomly from the uniform distribution of U(20K, 1M).
Notice that, the revenue varies for different thresholds. This
effect will be treated in more details, in next subsection.

C. Optimizing Revenue-to-Cost-Ratio Threshold

In this subsection, we will show that the revenue can be
maximized by an optimal threshold and investigate how the
optimal threshold vary as the system parameters change.

In Fig. 10, we plot the normalized revenue as a function
of the threshold Ξ, for three different Rf distributions. The
normalized revenue is defined as the revenue normalized by
that of GRC-VNE with the reserved revenue model but no
revenue-to-cost-ratio threshold based admission control policy.
It can be seen that, when threshold Ξ increases, the revenue
tends to first increase and then decrease. This observation can
be understood as the trade-off between the blocking proba-
bility and the revenue intake. As the threshold Ξ increases,
the blocking probability would increases, while the average
revenue per request also increases. When the marginal change
of these parameters match, there will be a stationary point for
which the revenue is maximized. Therefore, we conclude that
a unique optimal empirical threshold exists for maximizing the
revenue.

We further investigate the relationship between the optimal
threshold and the system parameters. Specifically, we believe
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run under different thresholds
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Fig. 11. The relation between the optimal threshold
and the revenue diversion ration

that the optimal threshold is highly correlated with the ratio
between the fixed revenue part and the variable revenue part,
i.e., θ =

E{Rf}
E{Rv}

. In Fig. 11, we plot the optimal threshold as a
function of the revenue diversion ration (i.e., the ratio between
the fixed revenue part and the variable revenue part θ). We
observe that the optimal threshold Ξ∗ increases monotonically
and linearly as the revenue diversion ration (θ) increases. This
suggests that the relative weight of the two revenue com-
ponents dictates the optimal threshold, providing a practical
guideline to choose an appropriate empirical threshold for the
cloud provider to maximize its profit.

VII. CONCLUSION

In this paper, we first introduced a novel metric, i.e., GRC,
to quantify the embedding potential of the node in the substrate
network. Based on this new metric, we proposed a novel VNE
algorithm. The algorithm used GRC to map virtual nodes
onto substrate nodes in a load-balanced manner, followed by
a shortest-path based link mapping. Our simulation results
suggested that our algorithm outperformed two other VNE
algorithms that also considered the resources of the entire
network for node mapping. Moreover, under a practical cloud
service model (i.e., AWS reserved price model), we optimized
the GRC-VNE algorithm by introducing a novel admission
control policy, which accepts a VNR when its revenue-to-
cost ratio is higher than a fixed empirical threshold. Numerical
evaluations suggested that the revenue can be maximized by
a well-chosen empirical threshold and the optimal empirical
threshold depends on the two components of the revenue
model.
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