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Abstract—Recently, optical orthogonal frequency-
division multiplexing technology has attracted intensive
research interest because spectrum-sliced elastic optical
networks (EONs) can be constructed based on it. In this
paper, we investigate how to serve multicast requests over
EONs with multicast-capable routing, modulation level, and
spectrum assignment (RMSA). Both EON planningwith static
multicast traffic and EON provisioning with dynamic traffic
are studied. For static EON planning, we formulate two inte-
ger linear programming (ILP) models, i.e., the joint ILP and
the separate ILP. The joint ILP optimizes all multicast re-
quests together, while the separate ILPoptimizes one request
each time in a sequential way. We also propose a highly effi-
cient heuristic that is based on an adaptive genetic algorithm
(GA) with minimum solution revisits. The simulation results
indicate that the ILPs and the GA provide more efficient
EONplanning than theexistingmulticast-capableRMSAalgo-
rithms that use the shortest path tree (SPT) and the minimal
spanning tree (MST). The results also show that the GA ob-
tains more efficient EON planning results than the separate
ILP with much less running time, as it can optimize all multi-
cast requests together in a highly efficient manner. For the
dynamic EON provisioning, we demonstrate that the GA is
also applicable, and it achieves lower request blocking prob-
abilities than the benchmark algorithms using SPTandMST.

Index Terms—Adaptive genetic algorithm; Multicast traf-
fic; Optical orthogonal frequency-division multiplexing
(O-OFDM); Routing, modulation-level, and spectrum
assignment (RMSA).

I. INTRODUCTION

R ecent advances in optical orthogonal frequency-
division multiplexing (O-OFDM) technology have

demonstrated efficient and elastic bandwidth allocation
in the optical layer [1,2]. O-OFDM grooms the capacities of
several contiguous narrowband subcarrier frequency slots
and achieves ultra-high-speed data transmission over
them [2]. Since a bandwidth-variable O-OFDM transpon-
der can adjust the number of subcarrier slots and assign
just-enough spectral resource to each connection request

[3], people have tended to refer optical transport networks
based on O-OFDM as spectrum-sliced elastic optical net-
works (EONs) [4]. In EONs, the fundamental problem of
network planning and provisioning is routing and spec-
trum assignment (RSA). When RSA becomes impairment
aware, an O-OFDM transponder can make the modulation
level of its subcarrier slots be adaptive to the quality of
transmission of a lightpath [5,6]. Therefore, impairment-
aware RSA is essentially a routing, modulation-level,
and spectrum assignment (RMSA) problem.

Given a set of connection requests, the network planning
problem of setting up lightpaths with RSA or RMSA is
known as NP-complete [7]. This problem is also considered
a static one, since all requests are known a priori. Previous
work has already proposed several integer linear program-
ming (ILP) models and heuristic algorithms to solve the
problem of EON planning [7–10]. EON provisioning consid-
ers how to serve time-variant connection requests in a dy-
namic network environment. Several dynamic RSA/RMSA
algorithms have also been recently proposed for EON
provisioning [11–13].

Nevertheless, none of the previous work mentioned
above considered multicast traffic. Note that multicast is
widely used to support applications, such as teleconferenc-
ing, IP television, and stock exchanges, and it is contribut-
ing an important portion to Internet traffic. Moreover,
there is recently a growing demand to support scientific
applications that can transfer huge amounts of data to a
few geographically dispersed users [14]. Because it can
reduce repeated optical–electrical–optical conversions to
the maximum extent practicable, all-optical multicasting
leads to more transparent and power-efficient solutions
compared to conventional IP multicasting [15–17]. For all-
optical multicasting in wavelength-division multiplexing
(WDM) networks, previous studies have investigated the
routing and wavelength assignment problem in [18,19],
the multicast-capable switch architectures in [17,20,21],
multicast overlay network designs in [22], etc. Since the
O-OFDM technology can achieve more flexible bandwidth
allocation in the optical layer, we expect the EONs to pro-
vide more efficient support for all-optical multicasting
scenarios, especially when traffic demands dynamically
vary a lot. Therefore, we investigate how to serve multicasthttp://dx.doi.org/10.1364/JOCN.5.000836
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requests over EONs with multicast-capable RMSA in this
work. Recently, Wang and Chen performed a performance
analysis of two RSA algorithms that could support multi-
cast traffic [23]. The multicast-capable RSA algorithms
were designed to use either the shortest path tree (SPT)
[24] or the minimal spanning tree (MST) [25]. However,
the proposed SPT and MST algorithms did not consider
adaptive modulation-level assignment. Moreover, as we
will show below, the solutions they obtained were subopti-
mal. Yu et al. considered modulation-level changes at the
nodes and studied multicast RMSA in translucent EONs
where optical–electrical–optical conversions are permitted
in the light trees [26].

In this paper, we first investigate EON planning with
multicast traffic and formulate two ILP models, i.e., the
joint ILP and separate ILP. The joint ILP optimizes all mul-
ticast requests together, while the separate ILP optimizes
one request at a time and handles the requests sequen-
tially. To reduce the computational complexity, we also
propose a highly efficient heuristic that is based on an
adaptive genetic algorithm (GA) that minimizes solution
revisits. EON provisioning with dynamic multicast traffic
is studied afterward. With numerical simulations, we
demonstrate that the GA is also applicable to the dynamic
provisioning and that it outperforms the existing
multicast-capable RMSA algorithms by providing lower
request blocking probabilities.

The rest of the paper is organized as follows. For EON
planning, the problem is defined in Section II, the two
ILP models are formulated in Section III, the adaptive
GA is discussed in Section IV, and the performance evalu-
ation is presented in Section V. For EON provisioning, the
problem definition and the GA-based RMSA algorithm is
discussed in Section VI, and the performance evaluation
is presented in Section VII. Finally, Section VIII summa-
rizes the paper.

II. EON PLANNING WITH STATIC MULTICAST TRAFFIC

In this section, we discuss the network model and RMSA
procedures for the network planning that supports all-
optical multicasting in EONs. In this case, all multicast
requests are known a priori for this static EON planning,
and they all have to be accommodated in the EON simul-
taneously; i.e., we do not allow request blocking.

A. Network Model

We consider a physical network topology as G�V;E�,
where V is the node set and E is the fiber link set. We
assume that the bandwidth of each subcarrier slot is the
same and that each fiber link can accommodate B slots
at most. The capacity of one subcarrier slot is CBPSK

slot in
gigabits/second, when the modulation is binary phase-
shifted keying (BPSK). Let m be the modulation level in
terms of bits per symbol, e.g., for BPSK, m � 1. Hence, the
capacity of one slot is m · CBPSK

slot for different modulation
levels. In this paper, we assume that m can be 1, 2, 3, and

4 for BPSK, quadrature phase-shifted keying (QPSK),
8-QAM, and 16-QAM, respectively. When the modulation
level of an O-OFDM signal becomes higher with more bits
per symbol (e.g., changing from BPSK to QPSK), its
transmission reach decreases owing to lower receiver
sensitivity [5].

B. RMSA Procedures for Multicast Requests

In the context of this work, we assume that there is no
spectrum conversion in the EON and that each node has a
multicast-capable optical cross connect that is based on
splitter-and-delivery switches [20]. With the splitter-
and-delivery switches, we incorporate the same-spectrum
multicast scheme in Fig. 1(a), similar to the same-
wavelength scheme in WDM networks [24]. Let MRi �
fsi; Di; Cig denote a multicast request, where i is its unique
ID, si is the source node, Di is the destination node set, and
Ci is the requested capacity. The procedures of multicast-
capable RMSA are as follows.

1) Multicast Routing: We first determine the multicast
tree, i.e., the light tree [15] for each multicast request. Spe-
cifically, We consider the light tree as the combination of
the routing paths from si to each destination di;j ∈ Di, j �
1; 2;…; jDij and obtain a multicast path set fRsi;di;j

;∀ di;j ∈
Dig to construct the corresponding light tree T i. In this pa-
per, we assume that there is no limitation on the number of
branching points in each multicast light tree.

2) Modulation-Level Selection and Spectrum Assign-
ment: After constructing the light tree, we determine
the modulation level and assign the spectrum. For each

Fig. 1. (a) Same-spectrum multicast scheme and (b) definition of
slot block (SB) on EON links.
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multicast path, we can derive a modulation level based on
its transmission distance. Specifically, we assume that each
modulation level can support a maximum transmission
distance based on the receiver sensitivities [5,6], and when
the distance permits, we always choose the highest modu-
lation level mp for the highest spectral efficiency. In this
paper, we assume that the majority of the impairments
are from the long-distance transmission between the nodes
and that the impairments caused by the intermediate no-
des are relatively small and can be compensated with a
performance margin preset according to the worst-case
scenario. Note that the impairment-aware modulation-
level selection scheme would be more practical if we
consider the impairments at the intermediate nodes, espe-
cially the additional impairments due to optical splitting at
the branching nodes. We will address this in our future
work and expect that it can be resolved with a more sophis-
ticated performance model that considers the physical
layer impairments more comprehensively [27]. We obtain
the number of contiguous slots np to be assigned on the
multicast path as follows:

np �
�

Ci

mp · CBPSK
slot

�
�NGB; (1)

where NGB is the fixed number of slots for the guard band.
Note that recent work has shown that the guard band can
be adaptive to the modulation-level assignment [28]. How-
ever, the assumption here about the fixed NGB would not
limit the effectiveness of our approaches. Basically, when
Ci and CBPSK

slot are given, np is still a function of mp in
Eq. (1), even if NGB can change with mp. Therefore, by
modifying Eq. (1) to np � dCi∕mp · CBPSK

slot e �NGB�mp�,
our approaches can adapt to the scenarios in which NGB
is not fixed.

In order to comply with the same-spectrum scheme, the
modulation level mi of MRi has to be the same on different
multicast paths. Therefore, we derive mi of MRi based on
the transmission distance of the longest routing path in the
multicast path set fRsi;di;j

;∀ di;j ∈ Dig, which is equivalent
to assigning the contiguous slots according to the longest
routing path; i.e., the number of contiguous slots to be
assigned to the multicast request MRi is

ni � max np; ∀ p ∈ fRsi;di;j
;∀ di;j ∈ Dig: (2)

III. ILP FORMULATIONS FOR EON PLANNING WITH STATIC

MULTICAST TRAFFIC

In this section, we formulate two ILP models to solve the
network planning for EONs with multicast traffic. Both of
the ILP models are based on routing paths and slot blocks
(SBs); i.e., they find the multicast paths and the starting
slots of the SBs on them to minimize the spectrum usage.
A SB is defined below, and an intuitive example of SBs can
be found in Fig. 1(b).

Definition 3.1 (slot block). A SB is a block of a few
available contiguous subcarrier slots in the optical
spectrum.

Definition 3.2 (maximal slot block). A maximal SB (MSB)
is a SB to which we cannot add any other available slot
such that its slots remain contiguous.

A. Joint ILP Formulation

The joint ILP considers all multicast requests
together and tries to obtain the optimal solution for
EON planning.

Notations:
• G�V;E�: the physical topology.
• fMRi; i ∈ Ig: the set of multicast requests.
• si: the source node of MRi.
• Di: the destination node set of MRi.
• di;j: the jth destination in Di.
• Ci: the requested capacity of MRi.
• B: the number of subcarrier slots on each fiber link.
• K: the number of path candidates for each s–d pair.
• P: the set of all routing path candidates in G�V;E� for
RMSA optimization.

• PV
s;d: the set of K routing path candidates that are from

node s to d, s, d ∈ V , P � ⋃s;d∈VPV
s;d.

• PE
e : the set of routing path candidates that use link e ∈ E.

• mp: the highest modulation level that can be supported
by path p, p ∈ P.

• np: the number of contiguous slots according to the high-
est modulation level of the path p ∈ P; it is predeter-
mined by Eq. (1).

The above notation denotes the inputs to the joint ILP.
We make B reasonably large to prevent request blocking.
We obtain mp for each p ∈ P based on its transmission
distance.

Variables:
• xp;i: Boolean variable that equals 1 if path p is used for
request MRi, and 0 otherwise.

• ye;i: integer variable that indicates the number of times
that link e is used for request MRi.

• oi;j: Boolean variable that equals 1 if the starting slot of
request MRi is smaller than that of request MRj, and 0
otherwise.

• ci;j: Boolean variable that equals 1 if requests MRi and
MRj use common link(s), and 0 otherwise.

• wi: integer variable that indicates the SB’s starting slot
for request MRi.

• zi: integer variable that indicates the SB’s ending slot for
request MRi.

• ni: integer variable that indicates the number of subcar-
rier slots on a link to serve MRi, i.e., the size of the SB
used for MRi.

Objective:

Minimize max
i

�zi�; ∀ i ∈ I: (3)
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The objective of the joint ILP is to minimize the maximum
ending slot index of all multicast requests fMRi; i ∈ Ig. In
order to make the objective function linear, we define an-
other variable T and add a constraint to the joint ILP:

zi ≤ T; ∀ i ∈ I: (4)

Then, the objective function becomes

MinimizeT: (5)

As the network operator usually determines how many
subcarrier slots he/she should allocate on each fiber link
based on T, the objective function in Eq. (5) leads to effi-
cient spectrum utilization for EON planning.

Constraints:
1) Light-tree construction:

X
p∈PV

si;di;j

xp;i � 1; ∀ di;j ∈ Di; ∀ i ∈ I: (6)

Equation (6) ensures that for each multicast request
MRi, the connection from si to each di;j is routed over
a single path:

ye;i ≥ xp;i; ∀ i ∈ I; ∀ p ∈ PE
e ∩PV

si;di;j
; ∀ e ∈ E;

∀ di;j ∈ Di; (7)

ye;i ≤ 1; ∀ i ∈ I; ∀ e ∈ E: (8)

Equations (7) and (8) ensure that for each selected rout-
ing path p, all links on it are handled and are consid-
ered just once.

2) Modulation-level selection:

ni ≥ np · xp;i; ∀ p ∈ PV
si;di;j

; ∀ di;j ∈ Di; ∀ i ∈ I: (9)

As stated above, Eq. (9) ensures the modulation level of
the corresponding multicast request can support the
transmission distances of all multicast paths that are
selected for this request.

3) Spectrum assignment:

ci;j ≥ ye;i � ye;j − 1; ∀ i; j ∈ I; i ≠ j; ∀ e ∈ E: (10)

Equation (10) ensures that all common links between
any two different requests MRi and MRj are handled:

oi;j � oj;i � 1; ∀ i; j ∈ I; i ≠ j: (11)

zj −wi � 1 ≤ B · �1� oi;j − ci;j�; ∀ i; j ∈ I; i ≠ j: (12)

zi −wj � 1 ≤ B · �2 − oi;j − ci;j�; ∀ i; j ∈ I; i ≠ j: (13)

Equations (11)–(13) ensure that the spectrum assign-
ments of any two different requests MRi and MRj are

not overlapped with each other in the spectrum
domain:

zi −wi � 1 ≥ ni; ∀ i ∈ I: (14)

Equation (14) ensures that the requested capacity of
each multicast request is satisfied.

4) Variable range:

wi; zi; T ∈ �0; B�; ∀ i ∈ I: (15)

Equation (15) limits the variable ranges of wi, zi, and T.

For each multicast request in fMRi; i ∈ Ig, the joint ILP
finds the multicast paths (i.e., xp;i � 1) or the light tree (i.e.,
the tree determined by ye;i � 1), and the SBs (determined
bywi and zi) for data transmission. Then, we determine the
modulation level mi used to serve MRi as

mi � min mp; fp∶xp;i � 1g: (16)

Finally, multicast-capable RMSA is solved for all multicast
requests.

B. Separate ILP Formulation

Even though the joint ILP can optimize multicast-
capable RMSA for EON planning, its computational com-
plexity is also relatively high. As we will show below in the
simulation results, it is not scalable to large problems, i.e.,
if the network size is large and/or the multicast requests
are many. We therefore decompose the EON planning of
all multicast requests into a few subproblems, each of
which solves the RMSA of one multicast request with an
ILP. With this approach, the computational complexity
can be reduced greatly. We refer to this approach as “sep-
arate ILP,” in which the multicast requests fMRig are first
sorted in descending order based on their capacities fCig,
and then a few ILPs are solved sequentially to find the
RMSA solutions of fMRig one by one.

Notations:
• G�V;E�: the physical topology.
• MRi: a multicast request.
• Di: the destination node set of MRi.
• di;j: the jth destination in Di.
• B: the number of subcarrier slots on each fiber link.
• K: the number of path candidates for each s–d pair.
• P: the set of all routing path candidates inG�V;E� for the
RMSA optimization.

• PV
s;d: the set of K routing path candidates that are from

node s to d, s, d ∈ V , P � ⋃s;d∈VPV
s;d.

• PE
e : the set of routing path candidates that use link e ∈ E.

• mp: the highest modulation level that can be supported
by path p, p ∈ P.

• we;k: the starting slot of the kth MSB on link e.
• ze;k: the ending slot of the kth MSB on link e.
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• np: the number of contiguous slots according to the high-
est modulation level of the path p ∈ P; it is predeter-
mined by Eq. (1).

The above notation denotes the inputs to each separate
ILP. As the notation of the parameters of MRi, such as si
and Ci is the same as in the joint ILP, we do not list those
terms again. Also, the routing path set P is determined
with the same methods. Note that after each ILP, we up-
date we;k and ze;k on each link e ∈ E to record the spectrum
utilization.

Variables:
• xp: Boolean variable that equals 1 if path p ∈ P is used for
MRi, and 0 otherwise.

• ue;k: Boolean variable that equals 1 if the kthMSB on link
e is used for MRi, and 0 otherwise.

• ye: integer variable that indicates the number of times
that link e is used for request MRi.

• w: integer variable that indicates the SB’s starting slot
for request MRi.

• z: integer variable that indicates the SB’s ending slot for
request MRi.

• ni: integer variable that indicates the number of subcar-
rier slots on a link to serve MRi.

Objective:

Minimize z �17�

Constraints:
1) Light-tree construction:

X
p∈PV

si;di;j

xp � 1; ∀ di;j ∈ Di: (18)

Equation (18) ensures single-path routing for the con-
nection from si to each di;j:

ye ≥ xp; ∀ e ∈ E; ∀ p ∈ PE
e ; (19)

ye ≤ 1; ∀ e ∈ E: (20)

Equations (19) and (20) ensure that for each selected
routing path p, all links on it are handled and are con-
sidered just once.

2) Modulation-level selection:

ni ≥ np · xp; ∀ p ∈ PV
si;di;j

; ∀ di;j ∈ Di; ∀ i ∈ I: (21)

As stated above, Eq. (21) ensures the modulation level
mi can support the transmission distances of all multi-
cast paths that are selected.

3) Spectrum assignment:

w ≥ we;k · ue;k; ∀ e ∈ E; ∀ k; (22)

z ≤ �ze;k − B� · ue;k � B; ∀ e ∈ E; ∀ k: (23)

Equations (22) and (23) ensure that the assigned spec-
trum falls in the kth MSB on link e, when the MSB is
used for MRi:

z −w� 1 ≥ ni; ∀ p ∈ P: (24)

Equation (24) ensures that the requested capacity of
MRi is satisfied:

X
k

ue;k � ye; ∀ e ∈ E: (25)

Equation (25) ensures that MRi is served with only one
SB on any links that are used.

4) Variable range:

w; z ∈ �0; B�: (26)

Equation (26) limits the variable ranges of w and z.

For each multicast request in fMRi; i ∈ Ig, the above sep-
arate ILP finds the multicast paths (i.e., xp � 1) or light
tree (i.e., the tree determined by ye � 1) and the SB (deter-
mined by w and z) on them for data transmission, based on
the current network status, i.e., fwe;k; ze;k;∀ e ∈ Eg. Similar
to the joint ILP, the modulation level used to serve the mul-
ticast request is determined as

m � min mp; fp∶xp � 1g: (27)

Note that the separate ILP can optimize the RMSA
solution for each multicast request based on the current
network status, but since the requests are handled one-
by-one, the overall RMSA solution may not be optimal
for all multicast requests.

IV. ADAPTIVE GENETIC ALGORITHM FOR EON PLANNING

WITH STATIC MULTICAST TRAFFIC

It is known that ILP models are not scalable to
large problems. In this section, we propose a highly effi-
cient heuristic that incorporates an adaptive GA for
EON planning with multicast traffic. Previously, we have
proposed two GAs to solve EON planning [9] and provision-
ing [29] problems for EONs with unicast traffic. Since the
scheme with multicast traffic is intrinsically more compli-
cated than that with unicast traffic, we improve the GA
from three perspectives to make it more efficient. 1) We
modify the genetic encoding scheme to accommodate
multicast requests. 2) We design the crossover and muta-
tion operations with adaptive schemes to improve the GA’s
search efficiency. 3) We introduce amechanism to minimize
the redundant computation time on solution revisits;
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i.e., the GA computes the same RMSA solution more
than once.

A. Genetic Encoding and Objective

GA is an optimization strategy that mimics the natural
evolution [30]. For EON planning with multicast traffic, a
feasible RMSA solution for all multicast requests is en-
coded as a set of genes, called an individual chromosome
(or individual). In order to encode the genes for multicast
requests, we decompose MRi � fsi; Di; Cig into a set of
correlated unicast requests, i.e., ffsi; di;j; Cig; di;j ∈ Dig.
Let PV

s;d denote the set of routing path candidates that
are from node s to d, s, d ∈ V . After request decomposition,
we randomly select a feasible routing pathRsi;di;j

from PV
si;di;j

for each correlated unicast request, fsi; di;j; Cig. Then, the
modulation level mi and the number of contiguous
slots ni on each multicast path can be determined with
the procedures discussed in Subsection II.B, to comply with
the same-spectrum multicast scheme. We define a bit
mask ai with B bits to assist the spectrum assignment of
MRi; in particular ai�k� � 1 means the kth slot is assigned
to MRi, otherwise, ai�k� � 0. Finally, the RMSA solution of
MRi is expressed as ffRsi;di;j

; di;j ∈ Dig;mi; aig, and it is en-
coded as a gene Gi � ffRsi;di;j

; di;j ∈ Dig;mi; aig.
In a GA, a gene refers to a feasible solution to a sub-

problem, while an individual (i.e., a set of all genes) repre-
sents a feasible solution to the problem. Hence, after
repeating the above procedures for all jIj multicast re-
quests fMRi; i ∈ Ig, we form an individual I that contains
jIj genes. We can select different routing paths for some or
all of the genes to form different individuals, and the set of
individuals I is the population P in the GA.

The objective function of the GA is the same as that of
the joint ILP, i.e., Eq. (5) in Subsection III.A. More specifi-
cally, for each individual I , we obtain T with Eq. (4) and
assign its fitness as T. In the GA, individuals with smaller
T have a larger probability to survive.

B. Adaptive Genetic Operations

We elaborate on the details of the adaptive genetic
operations in this subsection. Based on the individuals’
fitness, the GA implements typical genetic operations,
including selection, crossover, and mutation in iterations
(i.e., evolution generations), to optimize EON planning.

We design the selection operation with tournament se-
lection [31] to select pairs of individuals (e.g., parents) from
the current generation for crossover. Tournament selection
involves running several tournaments among a fixed num-
ber of individuals that are randomly chosen from the pop-
ulation. The winner of each tournament, i.e., the fittest one
in the group, is selected. We then take pairs randomly from
the selected individuals and let them cross over to generate
offspring. The crossover is a multipoint operation on the
gene level, in which a few genes in the parents are
selected randomly and swapped. The actual number of

genes to swap is calculated with djIj · pce, where pc is the
crossover rate. In the next step, we select jPj fittest individ-
uals from the chromosome pool of parents and offspring as
the new generation, while keeping the population size con-
stant during the evolution. These individuals then go
through the mutation phase, in which they have some of
their genes modified randomly. Similarly, the number of
genes to mutate in each individual is calculated with
djIj · pme, where pm is the mutation rate. Specifically, we
mutate a gene Gi by modifying its RMSA to other feasible
ones randomly.

In order to achieve high-efficiency for the GA, we adopt
an adaptive mechanism to adjust pc and pm dynamically
based on the individuals’ fitness. Let the population be
denoted P � fI lg, l � 1;…; jPj, and Tl is the fitness of
individual I l. We have Tmin � minl�Tl�, Tmean �P

lTl∕jPj, and T̄l1 ;l2 � �Tl1 � Tl2�∕2. Then, pc and pm are
calculated as [32]

pc �
�
αc

T̄l1 ;l2
−Tmin

Tmean−Tmin
� pc0 ; T̄l1;l2 ≤ Tmean;

βc; otherwise
(28)

pm �
�
αm

Tl−Tmin
Tmean−Tmin

� pm0
; Tl ≤ Tmean;

βm otherwise
(29)

where αc, βc, αm, and βm are constant coefficients ∈ �0; 1�,
and pc0 and pm0

are the default rates for the fittest individ-
uals in the population.

After crossover and mutation, we introduce a mecha-
nism to minimize individual revisits. Specifically, when cal-
culating the fitness of each individual in the new
generation, we skip redundant computation if an individ-
ual has already been visited. This can greatly improve the
efficiency of the GA, as when the GA converges, the popu-
lation consists of more and more identical individuals with
relatively good fitness.

C. Algorithm Convergence Condition

To evaluate the GA’s convergence performance, we
define its degree of diversity as [9]

DP � 2
jPj�jPj − 1�

XjPj−1
l1�1

XjPj
l2�l1�1

d�l1; l2�
jIj ; (30)

where d�l1; l2� returns the number of different genes
between individuals I l1 and I l2 . We can claim that the
GA has converged if DP has been lower than a
preset threshold for a certain number of generations or
more [30].

Algorithm 1 illustrates the procedures of the proposed
adaptive GA for EON planning with multicast-
capable RMSA.
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Algorithm 1 Adaptive GA for EON Planning With
Multicast-Capable RMSA
1: P � Ø;

{Phase I: Construct Initial Populations P}
2: while jPj is not large enough do
3: I � Ø;

{Construct an Individual Chromosome I}
4: for all requests MRi do
5: decompose MRi into ffsi; di;j; Cig; di;j ∈ Dig;
6: select fRsi;di;j

g from ⋃di;j∈Di
PV
si;di;j

randomly;
7: select mi based on fRsi;di;j

g;
8: calculate ni based on mi and Ci;
9: construct a gene Gi � ffRsi;di;j

; di;j ∈ Dig;mig;
10: insert Gi into I ;
11: end for
12: insert I into P;
13: end while

{Phase II: Evolution}
14: Ibest � Ø;
15: while GA has not converged do
16: for all I in P do
17: if I is not a revisited solution then
18: find faig for all genes fGig in I ;
19: calculate fitness T for I ;
20: end if
21: end for
22: Ibest←the fittest one inP;
23: evolve P for one generation with adaptive crossover

and mutation;
24: calculate the degree of diversity DP for P;
25: end while

V. PERFORMANCE EVALUATION OF EON PLANNING WITH

STATIC MULTICAST TRAFFIC

We evaluate the proposed multicast-capable RMSA algo-
rithms with simulations using the 14-node NSFNET top-
ology (as shown in Fig. 2). Table I shows the simulation
parameters. The transmission reach of each modulation
level is determined based on the experimental results in
[5]. The si and Di of each MRi are randomly selected.
For each s−d pair in the topology, we calculate four path
candidates (i.e., K � 4). In addition to the joint ILP,

separate ILP, and adaptive GA, we also implement two
multicast-capable RMSA algorithms, based on the SPT
and the MST [23], as the benchmark algorithms. For these
two benchmark algorithms, the procedures are similar to
that of the separate ILP; i.e., we first sort the multicast
requests in descending order based on their capacities
and then find the RMSA solutions for them one by one.

We use GLPK [33] to solve the ILPs and use MATLAB to
implement the heuristic algorithms. All simulations are
run on a computer with 3.1 GHz Intel Core i5-2400 CPU
and 4 Gbytes RAM. Table II summarizes the simulation
results on T (i.e., the maximum index of used slots on
all links) and running time for different multicast traffic
scenarios. For each traffic scenario, we run the simulations
ten times with ten different request sets and record aver-
age values of T and running time. For the ILPs, we stop the
simulations if the optimal solution for a traffic scenario
cannot be obtained within 2 h.

It can be seen that the joint ILP achieves the most effi-
cient EON planning by providing the smallest T. However,
because of the high computational complexity, it consumes
too much running time and becomes impractical when
there are 10 or more multicast requests to plan in the
NSFNET topology. For the schemes in which the requests
are optimized sequentially (i.e., separate ILP, MST, and
SPT), the separate ILP achieves the most efficient EON
planning. But it can also become impractical when there
are 50 or more requests to plan. This is because the com-
putational complexity of the separate ILP depends heavily
on the number of MSBs on the links (i.e., the numbers of
we;k and ze;k), which increase dramatically with the number
of requests, especially for requests that are handled toward
the end of the EON planning.

It is interesting to note that the GA obtains better EON
planning results (i.e., smaller T) than the separate ILP
with much less running time. This is because, like the joint
ILP, the GA optimizes all multicast requests together.
Figure 3 shows the GA’s convergence performance for
EON planning with the heaviest traffic scenario in the sim-
ulations (i.e., jIj � 100, and average jDij is 5). We observe
that the GA has converged within 45 evolution iterations,
which confirms the high efficiency of the GA. For the heavi-
est traffic scenario, the GA can optimize the 100 multicast
requests in the NSFNET topology within 2.3270 s, or
∼23 ms per request. We also observe that the running time
of MST and SPT is much less than that of the GA. This is
because both MST and SPT only calculate the RMSA once
for each multicast request, while the GA tries multiple
RMSAs and selects the best solution. In all, for all the traf-
fic scenarios in the simulations, the GA reduces the
average value of T by 12.7%–30.3%, 16.7%–42.5%, and
11.0%–42.1%, compared to the separate ILP, MST, and
SPT, respectively.

VI. EON PROVISIONING WITH DYNAMIC

MULTICAST TRAFFIC

In this section, we investigate EON provisioning with
dynamic multicast traffic, i.e., the requests are time

Fig. 2. NSFNET topology with fiber lengths in kilometers
marked on each link.
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variant and can arrive and leave on the fly during network
operation.

A. Network Model

Since it would be difficult to adjust network capacity
(i.e., the number of slots per link or B) on the fly in dynamic
provisioning [34], we have to fix B and consider request
blocking when a feasible RMSA cannot be found under
the capacity constraint. To emulate practical network pro-
visioning [35], we assume that, at each discrete provision
time, one or more pending multicast requests need to be
served. The multicast requests arrive according to a
Poisson process with an average arrival rate of λ requests
per time unit, and the lifetime of each request follows the
negative exponential distribution with an average of 1∕μ
time units. Hence, the traffic load can be quantified with

λ∕μ in erlangs. We say MRi is blocked, if we cannot find
a feasible RMSA ffRsi;di;j

; di; j ∈ Dig; ni; aig for it with the
current network status. Note that we do not allow partial
provisioning of a multicast request. Therefore, MRi would
be blocked even if we cannot serve only one destination in
Di. We define the objective of the EON provisioning such as
to minimize the number of blocked requests.

B. Adaptive GA for EON Provisioning With
Dynamic Multicast Traffic

Since EON provisioning is a real-time service, so that
computation has to be done within each provision cycle,
we need to make sure that the computation time is well
controlled. In Table II, we observe that the GA’s computa-
tion time for each request is around 23 ms even for the
heaviest traffic scenario. We therefore believe that the

TABLE I
SIMULATION PARAMETERS

Bandwidth of a frequency slot 12.5 GHz
CBPSK

slot , capacity of a slot using BPSK (i.e., M � 1) 12.5 Gbits∕s
NGB, number of slots for guard band per connection 1
K, number of path candidates for each s − d pair 4
Transmission reach of BPSK (m � 1) 10,000 km
Transmission reach of QPSK (m � 2) 5000 km
Transmission reach of 8-QAM (m � 3) 2500 km
Transmission reach of 16-QAM (m � 4) 1250 km
Range of multicast request capacity (Ci) 10–100 Gbits∕s
jIj, number of multicast requests to plan 5, 10, 50, 100
Average number of destinations per multicast request 2–5
jPj � 50, population size of the GA 50
Threshold of DP for GA convergence 0.15
Number of generations with DP below the threshold to claim GA convergence 5
Number of request sets simulated for each data point 10

TABLE II
SIMULATION RESULTS FOR EON PLANNING WITH MULTICAST TRAFFIC

Traffic scenario Joint ILP Separate ILP GA MST SPT

jIj
Average

jDij
Average

T

Average
running
time (s)

Average
T

Average
running
time (s)

Average
T

Average
running
time (s)

Average
T

Average
running
time (s)

Average
T

Average
running
time (s)

5 2 7.1 26.4736 9.1 0.2798 7.1 0.1969 10.3 0.0038 10.3 0.0024
3 7.4 203.2126 10.6 0.2718 7.7 0.2032 13.4 0.0040 13.3 0.0021
4 7.9 717.5730 12.4 0.3200 9.3 0.2077 15.4 0.0050 14.1 0.0021
5 8.2 1224.2689 12.6 0.3424 11.0 0.2166 13.2 0.0040 13.4 0.0031

10 2 — — 15.1 0.5432 10.9 0.2368 15.5 0.0057 16.5 0.0033
3 — — 19.3 0.6149 13.9 0.2590 21.5 0.0048 21.3 0.0035
4 — — 25.1 0.7045 17.5 0.2844 29.2 0.0054 29.0 0.0041
5 — — 25.9 0.9100 19.1 0.3119 29.4 0.0055 28.6 0.0045

50 2 — — 54.9 1904.0950 41.5 0.6930 62.6 0.0127 63.6 0.0124
3 — — 69.1 2360.8810 56.3 0.8381 73.8 0.0165 73.9 0.0155
4 — — — — 75.6 0.9734 101.2 0.0180 95.6 0.0177
5 — — — — 88.4 1.1110 112.2 0.0196 110.4 0.0217

100 2 — — — — 79.0 1.3401 102.8 0.0240 104.8 0.0230
3 — — — — 116.1 1.6748 146.1 0.0338 141.4 0.0295
4 — — — — 137.7 2.0013 176.8 0.0358 160.1 0.0353
5 — — — — 177.8 2.3270 215.8 0.0412 199.7 0.0397
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adaptive GA can also be applicable to dynamic EON pro-
visioning. More specifically, at each provision time, we
run the GA once to optimize the multicast-capable RMSA
for all pending requests.

To make the GA suitable for EON provisioning, we
modify its objective function (or the fitness of each individ-
ual I) to consider request blocking:

Fitness � T �H · u�Fb� � Fb; (31)

where T can be obtained with Eq. (4), H ∈ N� is a large
punishment coefficient to discourage RMSA solutions
(i.e., individuals) that involve request blocking, u�·� is
the unit step function that u�x� � 1 for x > 0, otherwise
u�x� � 0, and Fb is the number of blocked requests caused
by a RMSA solution. The objective of the GA is to minimize
the fitness in Eq. (31) at any service provision time. There-
fore, at each provision time, if the network is relatively
empty and there is no request blocking, the GA aims to
minimize T; otherwise, it tries to minimize the number
of blocked requests.

VII. PERFORMANCE EVALUATION OF EON PROVISIONING

WITH DYNAMIC MULTICAST TRAFFIC

We evaluate the proposed multicast-capable RMSA with
simulations using the 14-node NSFNET in Fig. 2 and the
28-node US Backbone in Fig. 4. Since the EON provision-
ing is a real-time service whose performance is sensitive to

the computation time, we simulate only three heuristic
algorithms, i.e., GA, MST, and SPT. We assume that the
EON is deployed in the C band with an ∼4.475 THz spec-
trum, and hence each fiber can accommodate B � 358 sub-
carrier slots. The multicast requests are generated
according to a Poisson traffic model, with an average life-
time of each request of 1∕μ � 5 time units. For the sizes of
the multicast groups, we set the average jDij of all requests
as 3, 4, or 6. The other simulation parameters are the same
as those in Table I.

Figure 5 shows the multicast request blocking probabil-
ity results from simulations using the NSFNET topology.
The results indicate that the GA approach offers the lowest
request blocking probabilities for all simulation scenarios.
This is because the GA can optimize the RMSA solutions of
the requests with the objective defined in Eq. (31), while
the MSTand SPTalgorithms can only optimize the routing
paths but cannot optimize the RMSA jointly. A similar
trend can be observed in Fig. 6 for the simulations
with the US Backbone topology. In Figs. 5 and 6, we also
observe that when we increase the average size of the mul-
ticast groups (i.e., jDij), the blocking probability reductions
that the GA achieves overMSTand SPT become smaller for
high traffic loads (≥300 or 450 erlangs in NSFNET or US
Backbone, respectively). This is because, when we increase

Fig. 3. Convergence performance of adaptive GA for EON plan-
ning when the traffic scenario is jIj � 100 and average jDij is 5.

Fig. 4. US Backbone topology with fiber lengths in kilometers
marked on each link.

Fig. 5. Multicast request blocking probability results from EON
provisioning simulations using the NSFNET topology with
(a) jDij � 3 and (b) jDij � 4.
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jDij, the network becomes more crowded and the GA has a
smaller margin to perform the optimization.

It is interesting to observe that the blocking performance
of SPT is better than that of MST with NSFNET in Fig. 5,
while the relation is the opposite in Fig. 6 with US Back-
bone. We believe that this can be explained as follows. The
light tree constructed by SPT has advantages in modulation-
level assignments, as SPTmakes sure that the longest path
in it is the shortest, while the light tree from MST has a
smaller number of links. The average length per link in
NSFNET is 968.18 km, which is much longer than that
in US Backbone (i.e., 466.49 km). This fact makes SPT’s ad-
vantages inmodulation-level assignmentsmore significant.

VIII. DISCUSSION

In this work, we study all-optical multicasting over
EONs that consist of multicast-capable nodes for optical
splitting. The motivation of this work is that since
O-OFDM achieves more flexible bandwidth management
in the optical layer compared to the fixed-grid WDM, we
expect future EONs to provide more efficient support to
all-optical multicasting scenarios, especially for those in-
duced by the emerging applications (e.g., e-Science [14])
whose traffic demands are usually huge and can have rel-
atively large variations. As EONs allocate bandwidth with
a finer granularity, the optical spectrum can be utilized

more wisely, and we can take one step forward toward
seamless integration of the upper-layer applications and
the optical-layer transmissions.

However, besides these advantages, we alsowant to point
out that the enabling technologies for all-optical multicast-
ing overEONsare still immature andnot ready for practical
deployment at this moment. For instance, the architecture
of the multicast-capable EON nodes needs to be further in-
vestigated to make sure that the flexible-grid optical split-
ting can be achieved cost effectively. Considering that the
multicast-capable EON node can be prohibitively expen-
sive, our futureworkmay need to study how to supportmul-
ticast in EONs whose nodes are not all multicast capable.
On the other hand, in order to simplify the problem, we as-
sume that themajority of the impairments are from the long
distance transmission between the nodes. Nevertheless,
this assumption can limit our approaches’ effectiveness.
In our future work, we will implement amore sophisticated
performancemodel, possiblybasedon theone that considers
the physical layer impairments comprehensively [27].

IX. CONCLUSION

In this paper, we investigated the planning and provi-
sioning of EONs with multicast traffic. For the static
EON planning, we formulated two ILP models, the joint
ILP and the separate ILP. The joint ILP optimized all mul-
ticast requests together, while the separate ILP optimized
one request each time in a sequential way. To reduce the
computational complexity of EON planning, we also pro-
posed a highly efficient heuristic that was based on an
adaptive GA with minimum solution revisits. The simula-
tion results indicated that the ILPs and the GA provided
more efficient EON planning than the existing multicast-
capable RMSA algorithms that used the SPT and the MST.
The results also showed that the GA obtained more effi-
cient EON planning results than the separate ILP with
much less running time, because it could optimize all mul-
ticast requests together in a highly efficient manner. The
dynamic EON provisioning was then studied, and we dem-
onstrated that the GA achieved lower request blocking
probabilities than the benchmark algorithms using SPT
and MST.
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