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Abstract—Translucent networks utilize sparse placements of
optical–electronic–optical (O/E/O) 3R (reamplification, reshaping,
and retiming) regenerators to improve the cost effectiveness and
energy efficiency of wavelength-routed optical transport networks.
In this paper, we show that the energy cost of a translucent net-
work can be further reduced by leveraging the energy efficiency
of all-optical 2R (reamplification and reshaping) regenerators. We
propose a translucent network infrastructure that uses all-optical
2R regenerators to partially replace O/E/O 3R regenerators and
implements mixed regenerator placements (MRP).
We first consider the problem of MRP along a single given

path, and propose three path-based impairment-aware MRP
algorithms, based on periodic placement, genetic algorithm (GA),
and ant colony optimization (ACO). We then address the offline
network planning problem and develop a heuristic algorithm.
By incorporating with one of the proposed MRP algorithms, the
heuristic can achieve joint optimization of MRP and routing and
wavelength assignment for high energy efficiency. We design sim-
ulations to compare the performance of different offline network
planning scenarios and to see which one can provide the best bal-
ance between quality of transmission and energy cost. Simulation
results show that the algorithm achieves 58.91–73.62% saving on
regeneration energy, compared to the traditional scheme without
all-optical 2R regenerators. The results also indicate that the joint
optimization using the MRP-GA obtains the best network plan-
ning in terms of energy efficiency. Finally, we address the problem
of online provisioning, and propose several algorithms to serve
dynamic lightpath requests in translucent networks with MRP,
and implement them in simulations to compare their performance
in terms of blocking probability. Simulation results indicate that
the online provisioning algorithm that utilizes the combination
of the MRP-GA and a multiple MRP scheme achieves the lowest
blocking probability.

Index Terms—Ant colony optimization (ACO), energy-efficient
optical networks, genetic algorithm (GA), mixed regenerator
placement (MRP), network planning and provisioning, translu-
cent optical networks.

I. INTRODUCTION

O VER the past decade, the overwhelming growth of
Internet traffic has stimulated intensive research and de-

velopment on high-speed optical transport networks. To combat
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with transmission impairments, network operators originally
relied on optical–electronic–optical (O/E/O)-based 3R (ream-
plification, reshaping, and retiming) regenerators at every
switching node to improve the signal quality of each wave-
length channel. This type of opaque network infrastructure was
expensive and power-hungry due to the frequent involvement
of O/E/O 3R regenerators. With wavelength division multi-
plexing (WDM) technology and advances in erbium-doped
fiber amplifiers (EDFA), huge bandwidth transmission at low
cost was achieved over a single fiber by introducing optical
transparency in the physical layer. To this end, operators started
to migrate their networks from opaque to translucent, in order
to reduce capital expenditures (CAPEX) and operational ex-
penditures (OPEX) [1]. The objective of translucent network
design is to utilize sparse placement of O/E/O 3R regenerators
for achieving improved cost effectiveness and energy efficiency
[1], [2]. However, as O/E/O 3R regenerators are removed from
the intermediate nodes of a lightpath, transmission impairments
may accumulate and eventually limit the transmission reach
when the received signal quality [e.g., bit error rate (BER)]
is unacceptable. Therefore, translucent network design has to
balance the tradeoff between performance and cost [2], [3].
The concept of translucent optical network was first proposed

in [1], where Ramamurthy et al. proved that translucency could
help to reduce blocking probability for medium-scale WDM
networks. The work was extended in [2], where an architecture
of the translucent regeneration site was discussed. Shen et al.
investigated the placement of electronic switches in translucent
networks and proposed a heuristic for routing and wavelength
assignment (RWA) based on a 2-D Dijkstra algorithm to reduce
blocking probability. To operate translucent networks, a dy-
namic resource allocation and routing scheme was proposed in
[4]. The scheme was realized through dynamically sharing re-
generation resources between regeneration and access functions
under a hierarchical translucent network model. Dimensioning
of translucent networks was investigated in [5], and the authors
proposed a hybrid link/path-based network design approach to
reduce the number of O/E/O 3R regenerators in the network.
In [6], Pachnicke et al. proposed an online impairment-aware
routing algorithm that considered both linear and nonlinear
fiber transmission impairments in translucent networks. Several
integer linear programming (ILP) models were formulated in
[7] to solve the offline regenerator placement and impair-
ment-aware RWA problem in translucent networks. This work
was extended in [8] by the same authors, and several joint online
RWA and regenerator allocation algorithms were developed to
provision translucent networks with the consideration of quality
of transmission (QoT). Sparse traffic grooming in translucent
networks was investigated in [9], where Shen et al. formulated
several mixed-integer linear programming (MILP) models
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to optimize subwavelength traffic grooming and developed a
heuristic for regenerator placement. The translucent network
design with mixed line rates of 10/40/100 Gb/s was discussed in
[10], and an ILP model was formulated to optimize regenerator
placement. In [11], experimental demonstration of dynamic
provisioning of lightpaths was achieved in a GPMLS-enabled
translucent network with sparse O/E/O 3R regenerators place-
ment. Azodolmolky et al. developed an impairment-aware
RWA algorithm that considered QoT estimation inaccuracy in
translucent networks [12], and they also experimentally demon-
strated an impairment-aware network planning and operation
tool for transparent/translucent networks [13]. An auxiliary
graph-based regenerator placement and RWA approach was
proposed in [14], and reduction of wavelength changes was
demonstrated. Zhu et al. investigated multicast in translucent
networks and developed an impairment-aware regenerator
placement algorithm for light trees [15]. On top of these works
that investigated various aspects of the design and provisioning
of translucent networks, Saradhi et al. summarized practical
and deployment issues of regenerator placement [3], and Sambo
et al. reviewed reconfigurable optical add/drop multiplexer
(ROADM) architectures and related constraints [16].
Most of the aforementioned works relied solely on O/E/O 3R

regenerators to solve the QoT and wavelength contention issues
in translucent networks. It has already been experimentally
demonstrated that all-optical 2R regenerators can improve QoT
in a more cost-effective and energy-efficient manner [17]–[19].
Moreover, the majority of these devices perform signal regen-
eration through all-optical wavelength conversion [17], and
therefore can resolve wavelength contention simultaneously.
These types of optical devices, such as semiconductor optical
amplifier-based Mach–Zehnder interferometers (SOA-MZI),
have been experimentally demonstrated for operation speeds
at 40 Gb/s and beyond [17], and have become commercially
available [19]. Therefore, we expect that all-optical 2R re-
generators based on them will emerge for optical transport
networks in the near future. To take advantage of these benefits,
we recently proposed an energy-efficient translucent network
infrastructure that used all-optical 2R regenerators to partially
replace O/E/O 3R regenerators and implemented mixed place-
ments of EDFAs (1R), all-optical 2R regenerators, and O/E/O
3R regenerators [20]–[23]. Simulation results indicated that the
proposed mixed regenerator placement (MRP) approach could
effectively reduce the number of O/E/O 3R regenerators in
networks, and therefore achieve green translucent network de-
signs. In this paper, we extend our previous work by proposing
several path-based impairment-aware MRP algorithms that can
further improve networks’ energy efficiency and can provide
a better balance between QoT and energy cost. Based on the
algorithms, we investigate offline planning and online provi-
sioning of translucent networks with MRP, and incorporate
joint optimization of regenerator placement/allocation and
RWA to obtain network performance improvements.
The rest of this paper is organized as follows. Section II in-

troduces the principle of mixed placement of 1R/2R/3R regen-
erators in translucent networks and discusses the path-based
impairment-aware MRP algorithm. Section III investigates the
offline network planning with joint optimization of MRP and
RWA. The online provisioning of the energy-efficient translu-

cent networks with MRP is addressed in Section IV. Finally,
Section V summarizes this paper.

II. MIXED PLACEMENT OF OPTICAL 1R/2R/3R REGENERATORS

In this paper, we consider two types of nodes in translucent
networks: the regeneration sites and the switching nodes. Fig. 1
illustrates the node architectures for supporting MRP. Located
on thefiber links between switching nodes, the regeneration sites
do not have switching capability and are for by-pass traffic only.
The switching nodes are the places where lightpaths can start
and end and the routing of traffic is performed. We reserve four
ports in each switching node and configure them with loop-back
fibers to incorporate MRP. Since each 2R or 3R regenerator
can only handle a single-wavelength channel, we insert wave-
length-division multiplexers and demultiplexers in the system
architectures to facilitate wavelength selection and wavelength
switching. Within both types of nodes, when the signal does not
experience any regenerative device (i.e., all-optical 2R or O/E/O
3R regenerator), it is reamplified (1R) only with EDFAs.

A. Operation Principle of MRP

We assume that the optical signal is in an ON–OFF keying
(OOK) format, and we use BER as the QoT indicator. Consider
a WDM topology , where is the node set and is the
fiber link set. For a lightpath from node to that goes across
a few nodes in , the signal can be assigned to an all-optical
2R regenerator, or an O/E/O 3R regenerator, or nothing (1R) at
each intermediate node . Therefore, in the path domain,
the regenerator placement of the th lightpath from to can be
modeled with a flag , where for 1R, 2R, and 3R

regenerators, respectively. if the signal is regenerated
by the corresponding type of regenerator at node ; otherwise,
it equals 0.
With of intermediate nodes along the routing path

and the characteristics of fiber links that are in use, we can es-
timate the BER evolution of the signal in a hop-by-hop manner
using the BER model formulated in [21] and [24]. Note that
most of the previous works on BER estimation in translucent
networks assumed that a signal’s BER is restored after an O/E/O
3R regenerators. However, both theoretical [24], [25] and ex-
perimental results [17], [26] have suggested that signal regener-
ation cannot restore BER without the forward-error-correction
(FEC) functionality. For those 3R regenerators with FEC, the
FEC itself and the associated digital signal processing (DSP)
can consume more than 20% of the total energy [27]. Due to the
cost and energy constraints, some 3R regenerators may not have
FEC capability. To minimize energy consumption, we assume
that FEC functionality is only available at the end nodes of each
lightpath. To this end, the BER estimation model that we use
in this study considers BER transfer through 1R/2R/3R regen-
erators [21]. Notice that without the retiming functionality, an
all-optical 2R regenerator does not perform as well as an O/E/O
3R regenerator. Hence, we need to consider different BER trans-
fers for the cases when signals are going through different types
of regenerators. The details on the BER estimation model that
we use in this study can be found in [21] and [24]. The trans-
mission impairments are modeled with link-based metrics, sim-
ilar to the approaches in [28] and [29]. The dynamic impair-
ments, such as crosstalk and cross-phase modulation, are com-
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Fig. 1. Architectures of (a) regeneration site and (b) switching node built with MRP.

pensated with a network-wide margin on the end-to-end QoT
requirement.
We use to denote the end-to-end BER of the th

lightpath from to . The QoT requirement is defined as a BER
threshold . In addition to , another performance
parameter of a lightpath is how much power it consumes due to
2R and 3R regenerations in its intermediate nodes. The average
energy cost per regenerator is denoted as and , for 2R
and 3R regenerators, respectively. Hence, energy-efficient MRP
operation of a lightpath has to balance the tradeoff between BER
and energy cost, and can be formulated as

(1)

(2)

(3)

where denotes the set of intermediate nodes of the light-
path, and (3) is for the single-connection constraint at each node.

B. MRP With Periodic Placements

To optimize QoT-energy tradeoff for a lightpath, the MRP
algorithm has to consider possible placement of 1R, 2R, or 3R
regenerator at each intermediate node (i.e., regeneration site or
switching node), and thus, the search space grows exponentially
with the number of intermediate nodes. If we also consider the
complexity of BER estimation, the MRP algorithm using ex-
haustive search will become impractical when the number of
intermediate nodes is large (e.g., ). To overcome this, we
develop a MRP algorithm that combines exhaustive search with
periodic regenerator placements based on a 2R/3R ratio .
The of the th lightpath from to is defined as

(4)

Typically, based on and the related link-based metrics, we
can estimate the upper bound of such that if we place 1R
and 3R regenerators with a periodic arrangement according to
it (i.e., place 3R regenerators at fixed intervals along the path),
the QoT requirement can be satisfied (i.e., )
[20]. Algorithm 1 shows the details of the MRP with periodic
placements (MRP-Periodic). Specifically, the MRP-Periodic al-
gorithm first determines the placement of 1R and 3R regenera-
tors based on the upper bound of , and then tries to re-
place as many as 3R regenerators with 1R or 2R regenerators
under the QoT constraint for energy saving.

Algorithm 1 MRP Algorithm Based on the Combination of
Periodic Placements and Exhaustive Search

1: collect and link-based metrics;
2: determine the upper-bound of ;
3: place 3R in the intermediate nodes with a periodic
arrangement such that can satisfy its
upper-bound;

4: place 1R in the rest of the intermediate nodes;
5: while TRUE do
6: ;
7: for all with do
8: replace the 3R in with a 1R;
9: calculate BER with the replacement;
10: BER ;
11: revert the replacement;
12: end for
13: if BER then
14: determine that ;
15: replace the 3R in with a 1R;
16: else
17: break while-loop;
18: end if
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19: end while
20: while TRUE do
21: ;
22: for all with do
23: replace the 3R in with a 2R;
24: calculate BER with the replacement;
25: BER ;
26: revert the replacement;
27: end for
28: if BER then
29: determine that ;
30: replace the 3R in with a 2R;
31: else
32: break while-loop;
33: end if
34: end while

C. MRP With Genetic Algorithm

The MRP optimization can also be implemented with a ge-
netic algorithm (GA) as proposed in [30]. The GA is a search
strategy that mimics natural evolution. With proper genetic en-
coding, a possibleMRP solution is represented by a set of genes,
called individual chromosome. Fig. 2 shows the genetic en-
coding scheme. With this scheme, a set of individuals are ran-
domly generated as the initial population. The GA then applies
selection, crossover, and mutation iteratively to modify the pop-
ulation consistently, until the algorithm has converged. In each
iteration, the GA evaluates each individual (i.e., each MRP so-
lution) with a fitness function defined as

(5)

where has a formulation of

(6)

where is a large positive integer for punishing the
MRP solutions with . Through the itera-
tions, the GA tries to minimize for the best energy effi-
ciency. Compared to the one in [30], the MRP-GA discussed
here has two improvements. First, we modify the fitness func-
tion to obtain individuals with higher energy efficiency. Second,
we design the mutation operation with an adaptive scheme to
improve the GA’s search efficiency. Specifically, we change an
individual’s mutation probability based on its fitness, in a way
such that the fitter an individual is (i.e., it represents a MRP so-
lution with higher energy-efficiency), the less possible it is for
the GA to modify it.
The simulation results in Fig. 4 indicate that for a lightpath

with 30 intermediate nodes, the MRP-GA has converged within
50 iterations. Moreover, MRP-GA can obtain multiple qualified
MRP solutions with better energy efficiency, compared to the
MRP-Periodic.

D. MRP With Ant Colony Optimization

In addition to MRP-GA, we also develop a MRP algorithm
based on ant colony optimization (ACO). Fig. 3 illustrates the
working principle of MRP-ACO. For the th lightpath from
to , we first construct an auxiliary graph and

Fig. 2. Genetic encoding for MRP optimization with GA.

insert three virtual nodes , for each intermediate
node , representing possible placement of 1R, 2R, or
3R regenerator. For any two adjacent nodes and in ,
their virtual nodes and in are fully connected. Here,
represents the set of pheromones on each link
. The pheromone reflects the probability that an ant

will choose in its path finding in the auxiliary graph for
MRP-ACO. For all origins from a node in , we
have

(7)

Initially, the pheromone on each link is identical.
The MRP-ACO sends certain amount of ants from and lets
them move toward in a random but nonreturn way according
to . When an ant reaches , a MRP solution is formed and
its fitness is calculated with (5) and (6). Algorithm 2 shows the
details of the MRP-ACO. Fig. 4 shows the evolution of the best
fitness in the optimizations with MRP-GA and MRP-ACO. In
the simulations, we assume that the data rate is 40 Gb/s, the
fiber transmission distance between two intermediate nodes is
identical as 300 km, is the QoT requirement
before FEC at , and the average energy cost per 2R and 3R
regenerator are units and units. The energy-
cost ratio between all-optical 2R and O/E/O 3R regenerators is
determined based on the results in [17] and [31]. It can be seen
that for this lightpath arrangement, MRP-GA converges faster
than MRP-ACO, but MRP-ACO obtains MRP solutions with
slightly smaller fitness (i.e., better energy efficiency).

Algorithm 2 MRP Algorithm Based on ACO

1: collect and link-based metrics;
2: construct the auxiliary graph ;
3: deposit initial pheromone on ;
4: ;
5: while do
6: for all ants do
7: ;
8: while do
9: ant pick the next hop randomly based on

;
10: ;
11: end while
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Fig. 3. ACO of MRP along a lightpath using an auxiliary graph.

Fig. 4. Evolutions of the best fitness in MRP optimizations with MRP-GA and
MRP-ACO.

12: calculate BER and of the MRP obtained
by the ant;

13: calculate fitness of the MRP with (5)–(6);
14: end for
15: sort fitness of the MRP from the ants;
16: update pheromone to give preference to the MRP

with the smallest fitness;
17: normalize to satisfy (7);
18: ;
19: end while

III. ENERGY-EFFICIENT NETWORK PLANNING WITH JOINT
OPTIMIZATION OF MRP AND RWA

A. Problem Formulation
Based on the path-based impairment-aware MRP algorithms

discussed in Section II, energy-efficient translucent network
planning can be achieved with joint optimization of MRP and
RWA. We define the problem of energy-efficient translucent
network planning as follows: given and a traffic matrix

, perform RWA and MRP such that all traffic requests can
be served with desired QoT requirement and the total energy
cost of 2R and 3R regenerators in the network is minimized.
The problem can be considered as an offline one, as the traffic
matrix is known a priori. We use the following notations to
describe the problem:

WDM network topology.

Set of nodes.

Set of fiber links.

Set of wavelength channels.

Traffic matrix.

Traffic request from to .

th lightpath from to .

End-to-end BER of .

Set of intermediate nodes in the routing path of
.

Flag of MRP, if the signal of
on input wavelength is regenerated by
-R type regenerator at intermediate node ;
otherwise, .

Flag of RWA, if the signal of
is routed over link with wavelength

; otherwise, .
End-to-end BER threshold from the QoT
requirement.
Average energy cost per 2R.

Average energy cost per 3R.

With these notations, we formulate the energy-efficient translu-
cent network planning using joint optimization of MRP and
RWA as follows.
Objective:

(8)

Subject to the Following Constraints:
1) The end-to-end BER of all lightpaths should satisfy the
QoT requirement

(9)

2) The wavelength assignment at each fiber link should not
exceed its capacity

(10)

3) A wavelength should only be used once on a fiber link to
avoid wavelength contention

(11)
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4) A regenerator should only be used by one lightpath to avoid
component contention

(12)

5) A lightpath should be routed over a single routing path

(13)

6) In this offline network planning, we consider the light
traffic case where the network resource is enough to sup-
port the traffic matrix , and no request blocking will
occur. Hence, all traffic requests should be served

(14)

7) We need to consider the wavelength continuity constraint
when a lightpath experiences a 1R regenerator at an inter-
mediate node. Specifically, for an intermediate node , if
the lightpath comes in on link and goes out
on link , we need to satisfy the following equation:

(15)

Notice that our formulation is not an ILP, as the calcula-
tion of is nonlinear. However, after the MRP along a
routing path has been determined with the algorithms discussed
in Section II, it is transferred to an ILP formulation. Due to the
complexity of the problem, we resort to a heuristic algorithm to
solve it.

B. Heuristic Algorithm

The proposed heuristic algorithm relies on several phases to
solve the offline network planning with joint optimization of
MRP and RWA. Algorithm 3 illustrates the details of the offline
network planning. In Phase 1, we use a K-shortest path algo-
rithm to determine routing path candidates for each – pair
in . The MRP along each candidate is then determined
with one of the MRP algorithms discussed in Section II, as ex-
plained in lines 4–7 of Algorithm 3.
Phase 2 is for joint optimization of MRP and RWA to serve

the traffic requests. In lines 13–20, we implement the precom-
puted MRP in a routing path candidate and resolve potential
component contentions by moving the 2R/3R regenerator to in-
termediate nodes near the contention nodes. In lines 21–35, we
perform wavelength assignment for each candidate with a max-
imum transparent segment length (MTSL) approach to mini-
mize wavelength contentions. We assume that both 2R and 3R
regenerators are capable of wavelength conversion, and thus,
the wavelength continuity constraint only applies to the segment
between two 2R/3R regenerators in a routing path.
Fig. 5 illustrates an intuitive example of the MTSL approach.

Within a routing path, there is a segment that covers eight links,
and thefiber links support eightwavelengths.The slotsfilledwith
colors are those occupied by other lightpaths.With the link status

Fig. 5. Example of wavelength assignment with the MTSL approach.

in Fig. 5,wecan see that the longest segment lengthwe canobtain
is 6 links, by usingwavelength 3. Therefore, theMTSL approach
assigns the lightpath towavelength3 for links 1–6, places a2R re-
generatorbetweenlinks6and7toresolvewavelengthcontention,
and picks wavelength 4 for links 7 and 8.
When the MRP and RWA are done for each routing path

candidate, the end-to-end BER is calculated to validate them.
Among all valid candidates, the one with the minimal energy
cost is chosen to serve the lightpath. The whole process is then
repeated until all traffic requests are served.

Algorithm 3 Energy-Efficient Translucent Network Design
With Joint Optimization of MRP and RWA

Phase 1: Collect physical status and perform
pre-computation

1: collect link-based metrics of ;
2: for all - pairs in do
3: calculate shortest routing paths;
4: for all routing paths do
5: perform MRP with MRP-Periodic, MRP-GA,
or MRP-ACO;
6: record MRP result;
7: end for
8: end for

Phase 2: Perform MRP and RWA to serve traffic requests
9: while there are unserved traffic requests in do
10: get the - pair of the lightpath ;
11: load the pre-computed routing path candidates
from to ;
12: for all routing path candidates do
13: load the pre-computed MRP;

for all intermediate nodes do
15: implement the pre-computed MRP;
16: if there is a component contention then
17: find the nearest node in where
the pre-computed MRP places a 1R;
18: replace the 1R in with the 2R/3R
that supposes to be in ;
19: end if
20: end for
21: ;
22: while do
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Fig. 6. NSFNET topology for simulations.

23: get from the routing path candidate;
24: if AND MRP has then
25: if is not available on then
26: ;
27: end if
28: end if
29: for all available wavelength on do
30: get the transparent segment of ;
31: end for
32: assign to the that achieve the
longest transparent segment;
33: ;
34: set to the end-node of the transparent
segment;
35: end while
36: calculate BER of the routing path
candidate;
37: if BER BER then
38: record the routing path candidate as valid;
39: calculate the energy-cost of the routing
path candidate with (1);
40: end if
41: end for
42: sort valid routing path candidates according to
their energy-costs;
43: serve using the routing path candidate
that has the minimal energy-cost;
44: end while

C. Performance Evaluation

We perform simulations to evaluate the performance of the
energy-efficient network planning heuristic. The simulation pa-
rameters are listed in Table II, and Fig. 6 shows the NSFNET
topology used in the simulations. There are two types of nodes
in the topology: 1) switching nodes (labeled with numbers) with
the architecture shown in Fig. 1(b) and 2) by-pass regeneration
sites with the architecture shown in Fig. 1(a).
The simulations generate lightpath requests by choosing the
– pairs randomly. With the same amount of requests, we first
compare our translucent network planning with MRP to the tra-
ditional onewithout all-optical 2R regenerators, andFig. 7 shows
the simulation results. The MRP are obtained with the MRP-Pe-
riodic algorithm. To obtain each data point in Fig. 7, we average
the results from ten different lightpath request sets. It can be seen
that theMRPschemeachieves significant energy saving (62.26%

TABLE I
SIMULATION PARAMETERS

TABLE II
COMPARISONS OF TRANSLUCENT NETWORK DESIGNS

Fig. 7. Total regenerationenergycostsof the translucentnetworksdesignedwith
the traditional schemewithout all-optical 2R regenerators and theMRP-Periodic
scheme.

in average), compared to the traditional one without all-optical
2R regenerators. For the traditional scheme, the average number
of 3R regenerators required per request is 2.29,while it is 0.54 for
the MRP-Periodic scheme. To achieve this amount of reduction
onO/E/O3R regenerators, theMRP-Periodic scheme needs 2.99
all-optical 2R regenerators per request.
We then compare the network designs with different MRP

algorithms, and Fig. 8 shows the simulation results. We ob-
serve that the networks designed with the regenerator place-
ments from MRP-GA have the smallest regeneration energy
costs. Table II summarizes the average numbers of 2R and 3R
regenerators per requests for different network design schemes.
Under the same QoT constraint, the MRP-GA scheme tends to
replace the most O/E/O 3R regenerators with all-optical 2R re-
generators, and therefore achieves the best energy efficiency.

IV. PROVISIONING OF TRANSLUCENT NETWORKS WITH MRP

For online provisioning of the translucent networks with
MRP, we assume that the 2R and 3R regenerators have already
been placed in the network using the joint optimization of MRP
and RWA discussed in Section III. To consider the CAPEX
restrictions, we fix the total regeneration energy cost at certain
value when using different MRP algorithms to design the
translucent networks. The dynamic lightpath requests come
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Fig. 8. Total regeneration energy costs of the translucent networks designed
with the MRP schemes using different regenerator placement algorithms.

in according to a Poisson process with a rate of requests
per time unit, and the holding time of a request follows an
exponential distribution with an average value of time units.
We then quantify the traffic load with in erlangs. Our
provisioning algorithms serve the lightpath requests one by
one with online RWA and regenerator allocations. To serve a
request from to , the provisioning algorithm finds a sequence
of transparent segments between and , allocates regenerators
at intermediate nodes, and make sure that the QoT is accept-
able, i.e., end-to-end BER is less than BER . The objective of
online provisioning is to minimize the blocking probability,
while satisfying the resource (e.g., wavelength channels and
regenerators) and QoT constraints.
Algorithm 4 shows the procedures of the proposed online pro-

visioning algorithms for translucent networks withMRP. In line
1, the precomputation phase is the same as that in Algorithm 3.
We precompute K shortest paths for each – pair and perform
MRP using MRP-Periodic, MRP-ACO, or MRP-GA. Specifi-
cally, we use the same MRP algorithm that a network was de-
signed for online provisioning. In lines 5–33, the routing path
selection incorporates a K-shortest paths and balanced-load sce-
nario to distribute the traffic load evenly in a network and to
minimize the blocking probability. In line 34, the wavelength
assignment is performed based on each transparent segment,
i.e., a sequence of links between the source and a 2R/3R regen-
erator, two 2R/3R regenerators, or a 2R/3R regenerator and the
destination. We implement the first-fit wavelength assignment
(FFWA) in the online provisioning. With the FFWA, the pro-
visioning algorithm chooses the available wavelength channel
that has the lowest index to serve the lightpath request.
To evaluate the proposed provisioning algorithms, we per-

form simulations of dynamic requests in the NSFNET topology
shown in Fig. 6. The simulation parameters are the same as those
in Table I. The purpose of the evaluation is to compare the re-
quest blocking probability of networks designed with different
MRP algorithms, when the energy budget on signal regenera-
tion is the same. Since a request can be blocked due to either
wavelength limitations (i.e., the wavelength continuity cannot
be satisfied or the wavelength channels are used up on a link)
or component shortages (i.e., the 2R/3R regenerators at an in-
termediate nodes are used up), we consider both situations in

Fig. 9. Blocking probability curves for networks designed with total regener-
ation energy cost as 4000 units.

Fig. 10. Blocking probability curves for networks designed with total regener-
ation energy cost as 8000 units.

the simulations. We first fix the total regeneration energy cost at
4000 or 8000 units, and design the networks with different MRP
algorithms. Then, we try to provision 10 000 dynamic requests
for each traffic load case to obtain the curve of the blocking
probability. Figs. 9 and 10 show the simulation results for net-
works designed with total regeneration cost at 4000 and 8000
units, respectively. It can be seen that in both cases, the net-
works designed with MRP-GA achieve the smallest blocking
probability in the online provisioning.
In simulations, we notice that the component contentions due

to limited 2R/3R regenerators at intermediate nodes can result
in request blocking. Notice that to satisfy the end-to-end QoT,
the MRP for a lightpath is not unique. In [30], we showed that
MRP-GA can obtain multiple qualified MRP solutions for a
lightpath simultaneously. Hence, we precompute qualified
MRP solutions for each lightpath and design an online provi-
sioning algorithm with multiple MRP to avoid component con-
tentions. Algorithm 5 shows the details of regenerator alloca-
tion using multiple MRP solutions. Algorithm 5 can be used
to replace lines 7–13 in Algorithm 4 to achieve online provi-
sioning using multiple MRP. We compare its performance with
provisioning using a single MRP in networks designed with
MRP-GA, and Fig. 11 shows the results. In the simulations, we
choose . We can see that the multiple MRP scheme fur-
ther reduces the blocking probability.
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Fig. 11. Blocking probability curves for networks designed withMRP-GA pro-
visioned with single/multiple MRP schemes.

Algorithm 4 Online Provisioning of a Translucent Network
With MRP

1: run Phase 1 of Algorithm 3;
2: while the network is operational do
3: restore network resources used by expired requests;
4: get the - pair and holding-time of a new
request ;

5: load the pre-computed routing path candidates
from to ;

6: for all path candidates do
7: load the pre-computed MRP;
8: for all intermediate nodes do
9: allocate 2R/3R using the pre-computed MRP;
10: if there is a component contention then
11: mark the path candidate as invalid;
12: end if
13: end for
14: if the path candidate is valid then
15: for each transparent segment along the path

do
16: find the number of unused wavelengths on ;
17: set the weight of segment as ;
18: end for
19: set the weight of the path candidate as

;
20: if the weight of the path candidate is 0 then
21: mark the path candidate as invalid;
22: end if
23: end if
24: end for
25: if there are one or more valid path candidates then
26: sort path candidates according to their weights;
27: find the path candidate(s) with the maximum

weight;
28: if obtain multiple path candidates then
29: choose the path candidate with the minimum

energy-cost;
30: else

31: choose the path candidate;
32: end if
33: perform first-fit wavelength assignment for each

transparent segment in the selected path candidate;
34: update network status accordingly;
35: else
36: mark the request as blocked;
37: end if
38: end while

Algorithm 5 Regenerator Allocation Using Multiple MRP

1: for all qualified MRP with energy-costs from low
to high do

2: ;
3: for all intermediate nodes do
4: allocate 2R/3R using the pre-computed MRP;
5: if there is a component contention then
6: ;
7: break for-loop;
8: end if
9: end for
10: if then
11: break for-loop;
12: end if
13: end for
14: if then
15: mark the path candidate as invalid;
16: end if

V. CONCLUSION

In this paper, we showed that the energy cost of a translu-
cent network could be further reduced by leveraging the energy
efficiency of all-optical 2R regenerators. The investigation was
focused on a translucent network infrastructure that used all-op-
tical 2R regenerators to partially replace O/E/O 3R regenerators
and incorporated MRP. We designed three path-based impair-
ment-aware MRP algorithms based on periodic placement, GA
and ACO, and compared their performance in offline network
planning. The offline network planning was based on a heuristic
algorithm that could achieve joint optimization of MRP and
RWA for high energy efficiency. Simulation results showed that
the algorithm achieved 58.91–73.62% saving on the regenera-
tion energy. The results also indicated that networks designed
with the MRP-GA had the best energy efficiency. We then in-
vestigated the online provisioning problem of the translucent
networks with MRP, and proposed several algorithms to serve
dynamic requests with low blocking probability. Simulation re-
sults indicated that the online provisioning algorithm that com-
bined MRP-GA and the multiple MRP scheme achieved the
lowest blocking probability.
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